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Abstract

Advances in computational power, first-principles techniques and data-driven methods
mean that we live in a world where computational materials design is fast becoming a
reality. So far, the composition space for new materials has barely been explored and
there is no established protocol for systematically screening such a space. This is a grand
challenge that can be approached in many ways, and the work in this thesis explores one
such avenue.

Herein, tools are presented for quantifying the search space for inorganic materials. By
restricting the search to stoichiometric compounds, and by limiting the stoichiometry of
each element to amaximumvalue, the space becomes finite for binary, ternary andquater-
nary element combinations. Hierarchical workflows are then used to target specific mate-
rials properties such as thermodynamic stability and bandgap. The workflows consist of
modular screening steps that are also developedwithin this thesis, and are based on amix-
ture of heuristic chemical rules and data-driven approaches. The classic chemical heuris-
tics used include electronegativity andoxidation state, alongwithmore recently developed
metrics such as the solid state energy scale. The data-driven screening steps include ama-
chine learning model that predicts bandgap from chemical composition, a probabilistic
model to predict likely oxidation state combinations, and a previously reported ionic sub-
stitution model that assigns crystal structures to compositions. Finally, these workflows
are applied to the search spaces of metal chalcohalides and quaternary metal oxides, with
top candidates identified and further characterised using high-throughput first-principles
calculations.
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Part I

Introduction





Chapter 1

Computational Materials Design

1.1 The role of the computer

1.1.1 General impact

The modern computer is the perfect example of a technology whose overwhelming and
comprehensive impact on society could never have been predicted. Retrospectively, this
is hardly surprising given how rapidly they have changed since their invention, up to the
present day. The first computers, capable of executing calculations and storing informa-
tion to memory, consisted of thousands of vacuum tubes and occupied large rooms. The
fact that we now carry in our pockets and on our wrists far more powerful versions of
these early machines is indicative of how our society has been built around them. Per-
sonal computers and the world wide web have been the key stepping stones towards our
digital, interconnected world, and it is now impossible to imagine how life would be if this
technology had not been developed.

The fundamental way in which we use computers has also changed. Born out of a need
to crunch numbers – to tabulate a national census or crack a code – computers have
long served as “dumb calculators”, albeit with exponentially increasing performance (Fig-
ure 1.1). They have been used for an ever-growing number of applications but have always,
behind the graphical interfaces and other forms of interactivity, been passively crunching
numbers according to predefined algorithms. More recently, they have begun to take on
a more active role thanks to the advent of artificial intelligence (AI). The exact scope of
AI is disputed but can broadly be described as computers using information from their
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Figure 1.1: Selected computer performance benchmarks over time: a) Number of
floating-point operations carried out per second (FLOPS) by the largest supercomputer, 1 b) clock

speed of the fastest microprocessors,2,3 c) largest number of transistors fit into one
microprocessor (chip),4 d) the average cost of one gigabyte of hard disk memory.5

environment in order to achieve a goal. This can be seen through the development of lan-
guage translation, self-driving cars, smart assistants and other emerging technologies. It
is possible that we are now at another point in history, similar to the times of the first
computers, where the scale of the future impact of AI cannot yet be fully understood.

1.1.2 The four paradigms of science

Computers have played a crucial role in the evolution of science as a whole; in much the
same way that they are fully integrated into society, they are deeply embedded into the
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way in which scientific progress is made. Furthermore, as is the case in wider society, the
relentless increase in computational power along with the advent of AI means that the
number of applications is expanding.

An increasing proportion of experimental equipment is now computer controlled and
nearly all analysis is carried out using computers. Moreover, calculations (simulations)
are now an integral part of the scientific method. Historically, science had always been a
purely empirical practice until general laws and models began to be formulated. Exam-
ples of the second paradigm of science include Newton’s laws of motion and the laws of
thermodynamics. Once models started to become too complex to be solved analytically,
the advent of computers gave rise to the third paradigm of science, whereby real-world
phenomena could bemodelled using themathematical formulas of the second paradigm.6

More recently, calculations are being carried out as part of the third paradigm in such high
volumes that they are producing vast amounts of data. Extracting knowledge from large
datasets is the realm of informatics and the general area of data-driven discovery has been
called the fourth paradigm of science (Figure 1.2). In much the same way that the third
paradigm uses the laws andmodels of the second paradigm, the fourth paradigm involves
the use of data produced by the third paradigm to make new discoveries. This is done
by extracting information using a broad range of techniques, from creating simple plots,
to using statistical algorithms that operate in high-dimensional space to reveal hidden
trends.

Figure 1.2: The four paradigms of science. (Reproduced from Reference 6 with permission.)
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1.2 Modelling materials

1.2.1 Milestones for development

For chemistry, the theory to which computers are applied is quantum theory, thus al-
lowing properties to be calculated from first principles. In the 1920s, the now famous
work of Bohr, Planck, De Broglie and Heisenberg had already formalised the idea that the
physics at work on the atomic scale could not be described by the equations of classical
mechanics. Instead, thewave nature of subatomic particles was embraced and the famous
wave equation conceived by Schrödinger was adopted.7 Solving this equation for a given
quantum system yields all the observable quantities via its electronic structure. In 1927,
quantum theory was applied to the hydrogen molecule, giving rise to the field of quan-
tum chemistry. Even for this simple system, no analytical solution to the wave equation
was possible, meaning approximations were needed.8 Paul Dirac, joint winner of the 1933
Nobel prize in physics along with Schrödinger, summarised:

“The underlying physical laws necessary for the mathematical theory of a
large part of physics and the whole of chemistry are [...] completely known,
and the difficulty is only that the exact application of these laws leads to equa-
tions much too complicated to be solved. It therefore becomes desirable that
approximate practical methods of applying quantum mechanics should be
developed, which can lead to an explanation of the main features of complex
atomic systems without too much computation.”9

Westill cannot exactly solve the equations that arise fromquantum theory nearly a century
later. However, the development of computational chemistry in general has had a strong
focus on making good approximations, and this has facilitated the successful application
of computers to innumerable chemical problems of increasing complexity from the 1950s
up to the present day.

As was the case for all applications of computers to scientific problems, the initial break-
through for enabling first-principles calculationswas the invention of efficient computers.
In 1954, Boys and Price reported first-principles calculations carried out on the systems
S, S-, Cl,and Cl- using the EDSAC (electronic delay storage automatic calculator) at the
University of Cambridge (Figure 1.3).10 Their comment on the use of this early computer
set the tone for the computational chemistry that would follow:
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“Thepresent calculationwould have been just practicablewithout thesemeth-
ods, but their use saved considerable labour and they are of considerable
importance, since other calculations which would otherwise be prohibitively
laborious will be quite feasible by their use.”

Figure 1.3: The electronic delay storage automatic calculator (EDSAC) at the University of
Cambridge featuring Maurice Wilkes (left), head of the Mathematical Laboratory, and Bill

Renwick (right), chief engineer of the EDSAC. (Copyright Computer Laboratory, University of
Cambridge. Reproduced with permission.)

At the same time, similar progress was being made in the US and the first ab initio (from
first principles) calculations on diatomic molecules were performed in 1956 at the Mas-
sachusetts Institute of Technology. 11

During the 1960s computers became more user friendly, meaning it was no longer only
specialist engineers that could operate them. Many research groups were suddenly able
to perform the calculations necessary to apply quantum theory to real chemical prob-
lems and to real materials. The desire to exchange software freely and easily in a pre-
internet age gave rise to the Quantum Chemistry Program Exchange service. This service
was used heavily by theoretical chemists, including students, as well as experimentalists,
and assisted in the proliforation of computational chemistry as a mainstream research
activity.12 By the 1970s, John Pople had created the Gaussian 70 code that could pre-
dict the behaviour of molecules of modest size. 13 Also in the 1970s, other efficient com-
puter programs such as ATMOL, IBMOL, and POLYAYTOM, became popular for carrying out
first-principles calculations of molecular orbitals, and these software packages led to an
increase in applications of computers to chemical problems.
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By far the most significant theoretical development for increasing the power of electronic
structure calculations came in 1965 in the form of density functional theory (DFT). 14 By
making use of the overall electron density as opposed to considering the interactions be-
tween individual electrons, the complexity of the subatomic picture considered for a given
system is reduced enormously. DFT could provide good enough approximations to the
properties of molecules and solids of a much more practical size and continues to strike a
harmonious balance between accuracy and computational cost. It has been theworkhorse
theory for carrying out electronic structure calculations for several decades. 15

Variousmethods beyondDFThave also been developed over the past few decades. Hybrid
DFT is an important extension to DFT, in which some of the subatomic complexity that
is removed by DFT in the first place, is reintroduced. This improves some of the results
obtained using standardDFT considerably, depending on the system and properties being
calculated, but often requires orders of magnitude more computational power. Modern
computing capabilities have made these calculations practically affordable and they have
now become fairly routine. Some other approaches that are more expensive than DFT are
are under intense development. These include many body perturbation theory in the GW
approximation,16 which is better suited to describing excited state properties due to the
fact that interactions between electrons are treated explicitly, as well as time-dependent
DFT (TDDFT),17 in which a time dependent external potential is introduced, such as an
electric field.

1.2.2 Calculating properties

Equipped with approaches to simulate fundamental physical laws on computers, we can
calculate technologically relevant materials properties. Some calculable properties relate
directly to total energies of systems, for example electrode potentials of battery materials
can be determined from total energy differences. 18 Additionally, calculations of energy
differences between polymorphs of crystalline materials are routinely carried out to es-
tablish the most stable structure. Furthermore, mechanical properties including elastic
constants as well as tensile and shear strength can also be calculated, and are indispens-
able in the modelling of high-strength alloys, among other applications. 19,20

Electronic structure calculations provide a direct link between fundamental physics and
optoelectronic properties, and there are many groups applying such techniques to de-
termine light-absorption properties, charge carrier mobilities, ionisation potentials and
more. Results from such calculations can have a direct impact on the improvement of elec-
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tronic devices, including light-emitting diodes, solar cells and computer components.21

The plethora of materials properties that can be calculated computationally using first-
principles techniques are too numerous to list here, but include spectroscopic and dielec-
tric properties, magnetic properties, surface and interface effects, vibrational and thermal
properties, and catalytic activity. There are many reviews that can provide a full overview
of current capabilities, including References 22 and 23.

Besides the advances in quantum mechanics methods, modelling based on solving equa-
tions of classical mechanics has also been very successful. The use of computers means
that for systems of many thousands or millions of atoms we can solve for sets of inter-
atomic potentials. Early examples included modelling hundreds of hard spheres in order
to simulate liquid-solid phase transitions.24 Nowadays, simulations of billions of atoms
are possible using interatomic potentials, which in principle represent materials on the
micron length scale.25

A multitude of important materials properties can be calculated using classical models
including mechanical properties such as yield strength and elastic moduli, 18,26 as well as
heat and ion conduction.27,28 While it has only become possible more recently to model
non-perfect representations of materials using first-principles techniques, classical me-
chanics has been used tomodel features of realmaterials formany decades. Features such
as defects, surfaces and interfaces can bemodelled,29–31 aswell as chemical processes that
occur at those features.32 Indeed, classical approaches continue to prove themselves as
extremely useful techniques, wherever quantum effects are negligible.

Finally, the use of quantum and classical mechanics is not always mutually exclusive, and
increasingly multi-scale modelling is becoming popular. Multi-scale modelling involves a
small region of interest beingmodelled at the quantum level, while the surrounding atoms
in thematerial aremodelled classically. In reality, this description is an oversimplification
and the material is usually divided into more sub-levels of sophistication, as exemplified
in Figure 1.4. Mechanical properties of high strength steels and catalytic metal surface
reactions are some of the example areas that benefit from multi-scale techniques.33,34
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Figure 1.4: Schematic of a multi-scale modelling simulation in which the inner region is
treated with quantum mechanics (QM) and surrounding layers give the impression of a true
material: A layer of free particles treated with molecular mechanics (MM), then by a layer of

fixed particles, and finally point charges.

1.2.3 Current capabilities

1.2.3.1 Calculation reliability

Once DFT and extensions thereof had proven their value, the development of implemen-
tations that can deliver the most accurate results in reasonable time frames became an
important area of research. We now have a plethora of techniques to obtain approximate
solutions using the DFT method at our fingertips, and these are implemented in many
different electronic structure codes.35 Trust in the results produced by these codes is also
growing within the wider scientific community, as they are increasingly reproducible and
in close agreement with experiment.36

There are still some areas where DFT falls short,37 which is one driver for the continued
development of other methods. In general, however, key electronic, optical and mechan-
ical properties of molecules and materials can now be calculated to a high degree of accu-
racy. Crucially, this is increasingly being done before synthesis, such that computational
approaches are now being used predictively, as opposed to explaining experimental ob-
servations post hoc.
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1.2.3.2 Large scale calculations

It is not only the factors illustrated in Figure 1.1 that have improved computational capa-
bilities. Modern high-performance computing (HPC) architectures allow for a high level
of parallelism with fast communication between individual nodes that are each perform-
ing independent calculations. Thus, if an electronic structure code is configured for paral-
lelism, first-principles calculations on very large systems are now achievable compared to
the simple atomic or diatomic calculations of the 1950s. Examples include the modelling
of over 13,000 atoms in protein nanofibrils38 and the first-principles molecular dynamics
simulation of over 30,000 Si atoms,39 both using 1024 compute nodes.

On the other hand, it is also possible to perform electronic structure calculations onmany
individual systems in high throughput. Recently published packages that wrap around
electronic structure codes to enable the automation of calculations can considerably re-
duce the researcher time and effort taken to perform up to tens of thousands of calcula-
tions with a consistent set of input parameters,40–43 which is an important factor for the
direct comparison of results. Within the field of inorganic materials alone there are many
examples of high-throughput approaches successfully being used to assess stability,44

compare optical45–48 and thermal properties,49,50 calculate dielectric51,52 and piezoelec-
tric53 properties, and assess suitability for specific applications such as battery cathode
materials.54

1.2.4 Outlook

We have reached the point where highly accurate property calculations can be carried
out quickly from first principles in silico. Thousands of hypothetical compounds can be
examined before they undergo the often time-intensive process of being synthesised in
the laboratory. This clearly has the potential to impact the discovery of new materials in
various ways, and takes us one step close to the goal of being able to truly design mate-
rials, whereby the paradigm of input: composition and structure, output: properties is
reversed. We will now explore the role that computers specifically have in the discovery
of new materials.
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1.3 Materials discovery

1.3.1 The demand for new inorganic materials

The critical role that new materials play in technological advancement cannot be over-
stated. These advancements have had such vital societal impacts that periods of history
are named after the keymaterial of the time. The Bronze Age saw the first examples of de-
liberate alloying to improvematerials properties, andmost recently silicon chips replaced
vacuum tubes in the Silicon Age. It was recently estimated that of all progress made in
computation over the last 40 years, two thirds could be directly attributed to contributions
from materials innovation.55 The same study also found that the relative contribution of
materials innovation to overall technological development has been increasing, decade on
decade.

It is worth noting that in this context, the materials of interest are those which enable a
specific function via their mechanical, electrical, magnetic or optical properties, or some
combination thereof. These properties can depend on many variables but it is well estab-
lished that they are intimately related to chemical composition and crystal structure. It
is often new compounds, therefore, that form the basis for new materials discovery. For
example, efficient blue LEDswere fabricated two years after the first growth of single crys-
talline GaN56,57 and previously unexplored crystal phases have enabled recent advances
in thermoelectric materials.58 The work in this thesis specifically deals with the applica-
tion area of solar energy conversion and finding new semiconducting materials for this
purpose.

1.3.2 The Edisonian approach

Although the need for new materials is well established, there is typically a lag of around
two decades between the invention of a material and its widespread commercial uptake
in new technologies, as shown in Figure 1.5. Given that new materials may hold the key
to tackling some of the greatest challenges of our time such as climate change and human
welfare, there is an immediate need to accelerate all stages of the materials delivery pro-
cess, from initial discovery to widespread use. The first of these steps – initial discovery –
has traditionally taken place via a trial-and-error (or Edisonian) method. This approach
is intrinsically slow, and heavily reliant on serendipitous discovery. As such, many of the
materials that are ubiquitous today were made by accident in the pursuit of some com-
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pletely unrelated goal. One example is the non-stick coating Teflon®, which was found
on (and subsequently hard to remove from) the inside of a gas cylinder in a laboratory
developing fluorinated refrigerant molecules.59 More systematic approaches are needed
in order to accelerate materials discovery. Two critical tools that can be incorporated into
such approaches are chemical heuristics and materials informatics.

Figure 1.5: The time between the invention and widespread commercialisation of selected
materials. * Refers to low-cost production of pure Ti for use in aerospace applications. (Data

from Reference 60).

1.3.3 Chemical heuristics

The trial and error discovery process, however inefficient, has not only provided us with
all the materials we use today, but crucially it has resulted in a wealth of knowledge that
has built up over time. This knowledge can guide further materials design in the form
of heuristic rules. For example, radius ratio rules61 have long been used to predict the
propensity of a ternary composition to form the perovskite structure. These rules are still
useful today and have recently been extended for applications to hybrid organic-inorganic
perovskites.62,63 There are many other examples that relate various compositional and
structural features to particular properties. In the following, only those that are of rele-
vance to this work are outlined.

Of particular importance are rules that can be used to estimate electronic properties based
on chemical composition alone, i.e. without crystal structure. Specifically, the prediction
of the positions of the valence bandmaximum (VBM) and the conduction bandminimum
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(CBM) of semiconductingmaterials, on an energy scale relative to the vacuum level, which
correspond to the highest filled electronic states and the lowest unfilled electronic states,
respectively. The difference between these two values – the bandgap – is also highly im-
portant for solar energy applications, as this dictates the wavelength of light that will be
absorbed by the material.

One such rule comes from the electronegativity scale of elements. Alongside the widely
used Pauling electronegativity scale based on bond dissociation energies,64 Robert Mul-
liken provided an absolute scale of electronegativity,65 defined as:

M =
|I + EEA|

2
(1.1)

with I the first ionisation energy and EEA the electron affinity. In 1974, Nethercot out-
lined66 how this can be extended to compounds by taking the geometric mean of theMul-
liken potentials (electronegativities) of all the constituent elements:

Mcompound = (MAMB...Mn)
1/n (1.2)

This physically represents the mid-gap energy between the VBM and CBM in a solid.
Nethercot demonstrated the surprisingly accurate predictive power of this method by
testing it on a variety materials with widely accepted bandgaps and ionisation potentials.
Since then it has been used to produce results in good quantitative agreement with first-
principles methods.67 Pauling electronegativities can be substituted into Equation 1.2 if a
scaling coefficient is used.

Another useful resource is the work of Harrison68 in which he outlines several techniques
for estimating the properties of solids based on electronic structure. He arrives at an equa-
tion for determining the bandgap of binary semiconductors based on tabulated s- and p-
state eigenvalues of the constituent atoms, determined fromapproximate electronic struc-
ture calculations:

Eg ≈ 3.60(V 2
2 + V 2

3 )
1/2(1− αm) (1.3)

where V2, V3 and αm are terms related to the covalent, polar and metallic bonding ener-
gies respectively and are simply calculated from bonding distances and the s- and p-state
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eigenvalues as tabulated in the same book.

Combining the Nethercot and Harrison methods gives access to approximate CBM and
VBM positions relative to the vacuum level. A different approach to estimate these values
directly was recently proposed by Pelatt et al.,69 and is called the solid state energy (SSE)
scale. For this scale, the ionisation potentials and electron affinities of 69 binary semi-
conductors containing 40 different elements were collected. The SSE scale is obtained by
assessing an average EA for a cation (empty electronic states) or an average IP for an an-
ion (filled electronic states) for each element by using data from compounds having that
specific element as a constituent. Thus, this method provides estimates of the absolute
VBM and CBM positions directly and the the bandgap can be estimated simply:

Eg ≈ SSEcation − SSEanion (1.4)

Although derived in a different manner to Mulliken and Pauling electronegativities, it is
clear from Figure 1.6 that the SSE scale fits into this family of predictive tools as the peri-
odic trends of electronegativity are captured. The estimations of energy levels that can be
made using the above methods are summarised in Figure 1.7.

Figure 1.6: Comparison of the SSE scale with Pauling and Mulliken electronegativity scales.
Reproduced with permission from Reference 69.

Finally, another key consideration for materials design is environmental sustainability
and there are various metrics that can be accounted for such as the crustal abundance,
cost and toxicity of the constituent elements. Other heuristics include the Herfindahl-
Hirschman Index for element resources (HHIR) which has recently been developed in the
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context of thermoelectric applications.70 This index includes factors such as the geopo-
litical influence over the supply and price of elements, thereby giving a more complete
picture of sustainability than crustal abundance alone.

All of the heuristics outlined above can be used to link chemical composition to a specific
property of interest via trivially simple calculations.

Figure 1.7: Schematic summary of the approaches of Harrison,68 Nethercot66 and Pelatt et
al.69 for estimating the bandgap, mid-gap energy and conduction/valence band extrema in
solids, respectively. These calculations can be done with knowledge of chemical composition

only, i.e. without explicitly considering structure.

1.4 Materials informatics: the fourth paradigm

1.4.1 Materials data

Carrying out high-throughput calculations on real and hypothetical materials produces
large quantities of potentially useful data. An ultimate goal for computational materials
design is to be able to use this data to confidently predict properties of newmaterials. This
information can be applied in a similar way in which chemical knowledge is employed in
the form of heuristic rules, avoiding the need to carry out many first-principles calcula-
tions.
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The availability of open-access databases that cover the calculated properties of known
and hypothetical materials has been pivotal for enabling data-driven materials discovery.
Historically, outputs from calculations were available only via individual journal articles
or at best via printed data tables. Since then, as fast internet access has developed, more
and more on-line resources have emerged. Nowadays, there is a strong move towards
open science and open data, whereby enough information should be supplied alongside
published work tomake the results entirely repeatable. With this trend as a backdrop, the
number of useful databases is growing (Table 1.1).

The utility of databases of calculated materials properties has become apparent in recent
years. They have been used to aid with further computational studies,72,73 establish refer-
ence points againstwhich to compare new results,74–76 rapidly verify that new compounds
have not been previously reported,77 estimate thermodynamic stability by comparing to-
tal energies of competing phases,78–84 and perform further screening for specific proper-
ties.85,86 Furthermore, partly thanks to the increased reliability of calculated properties,
there are many examples of the experimental community using these datasets in order to
validate results,87,88 establish decomposition pathways,81,89 and to explain experimental
observations in terms of electronic structure.90

Finally, in order for databases to be truly useful, theymust not only contain a large number
of compounds and associated properties, but must be well organised and easy to access:

Organisation: The rapid rise of big data has meant that effective organisation in
databases is a challenge faced by many fields of research and industries. One issue for
first-principles calculations is that there is no universally agreed data format. In fact the
situation is quite the opposite, with every electronic structure code producing output files
with a wide variety of different schema. This has been a particular challenge for projects
such as NoMaD (Table 1.1), which contains input and output files from 24 different elec-
tronic structure codes. The NoMaD database currently contains > 40 million entries for
bulk crystal structures that have associated properties, which equates to> 800million in-
dividual data points. These data points are classified using 2,360 code-specific metadata
labels, which makes parsing the data into a homogeneous format a daunting task, and
only once this has been carried out could the dataset be stored in a code-agnostic format.
This exercise has led to suggestions of a common data format,91 but competing schema
are being developed simultaneously.92
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Table 1.1: Publicly accessible structure and calculated property databases for molecules and
solids. Reproduced from Reference 71.

Name Description URL

AFLOWLIB Structure and property repository from
high-throughput ab initio calculations
of inorganic materials

http://aflowlib.org

Citrination Computed and experimental proper-
ties of materials

http://citrination.com

Computational
Materials
Repository

Infrastructure to enable collection,
storage, retrieval and analysis of data
from electronic-structure codes

http://cmr.fysik.dtu/dk

GDB Databases of hypothetical small or-
ganic molecules

http://gdb.unibe.ch/downloads

Harvard
Clean Energy
Project

Computed properties of candidate or-
ganic solar absorber materials

http://cepdb.molecularspace.org

Materials
Project

Computed properties of known and hy-
pothetical materials carried out using a
standard calculation scheme

http://materialsproject.org

NoMaD Input and output files from calcula-
tions using a wide variety of electronic
structure codes

http://nomad-repository.eu

Open Quan-
tum Materials
Database
(OQMD)

Computed properties of mostly hypo-
thetical structures carried out using a
standard calculation scheme

http://oqmd.org

NRELMateri-
als Database

Computed properties of materials for
renewable-energy applications

http://materials.nrel.gov

TEDesignLab Experimental and computed proper-
ties to aid the design of new thermo-
electric materials

http://tedesignlab.org

ZINC Commercially available organic
molecules in 2D and 3D formats

http://zinc15.docking.org
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Easy access: Most databases are easily accessible via web browser interfaces that dis-
play thematerials properties of interest and provide a direct download to the crystal struc-
ture in a common format, e.g. CIF file. In order to access large chunks of data simulta-
neously, some databases (e.g. The OQMD) can be downloaded in their entirety. A more
flexible way to expose data is via an application program interface (API) over the web.
Representational state transfer (RESTful) APIs are commonprotocols for interactingwith
data resources and ensure that the data being accessed is up-to-date, that only the needed
portion of data is downloaded, and can provide the database owner with analytics such as
access statistics. AFLOWLIB and the Materials Project were among the first databases of
calculated materials properties to use RESTful API.93,94 The power of exposing data via
an API over the web lies in the ability to interact with databases from within programs
written in common languages such as Python: up-to-date data can be accessed as part of
automated routines and workflows.

1.4.2 Machine learning

Mirroring the situation in wider society, computers are beginning to take on new roles
within materials design thanks to the field of AI. In particular, machine learning (ML)
– a subfield of AI concerned with the automated building of statistical algorithms whose
performance improves with training – is being applied in a wide variety ways.

In essence, ML approaches learn rules that underlie a given dataset by assessing a portion
of that data and building a model to make predictions. The training of a ML model can
either involve supervised learning, where the goal of the algorithm is to derive a function
that predicts a particular output value given a set of input values, or unsupervised learn-
ing, where no output values are targeted and the goal is to identify trends in the dataset.
There is also semi-supervised learning where a limited number of output values are avail-
able. A wide range of model types (learners) exist, and the choice of learner depends on
whether output values are continuous or discrete, whether regression or classification is
the goal, as well as the size and diversity of the training dataset. Once a learner is cho-
sen, trial models are evaluated in the training phase and the best one is selected. The key
test for the accuracy of a MLmodel is successful application to unseen data. Withholding
some data to test the accuracy of the model is a common way to assess the accuracy of the
model after the training phase.

Application areas often involve complex problems that are ill-suited to traditional algo-
rithmic approaches. As such, they can benefit most from the analytical models that lie
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at the heart of ML approaches. The application of ML to the following areas have the
potential to directly accelerate the materials discovery process.

Guiding chemical synthesis: The number of possible transformations at each step of
a synthetic route can range from around 80 to several thousand.95 Additionally, compet-
ing objective functions (such as cost, purity, time and toxicity) make synthetic chemistry a
challenging field for algorithmic approaches. There have been examples ofML algorithms
successfully learning contextual rules from literature examples of chemical syntheses. In
one case, it was shown that computers can be more efficient than humans at extracting
these rules,96 and in another, it was shown that trained chemists could not distinguish
between the syntheses proposed by human experts and those proposed by the resulting
MLmodels.95 OtherML approaches have been used to predict reaction conditions,97 and
the propensity of a given molecule to crystallise.98 In both cases, each model was able to
make such accurate predictions because they were trained using both positive an negative
results, i.e. molecules that do not crystallise as well as those that do, and results from
failed reaction attempts, as well as those that succeeded.

Enhancing theoretical chemistry: The considerable effort that is devoted to find-
ing approximate solutions to the Schrödinger equation has already been mentioned. Im-
provements toDFTapproaches aremadebydevelopingnewapproximations to the exchange-
correlation functional that describes non-classical interactions between electrons, and
whose exact form is unknown. Learning accurate exchange-correlation functionals from
structure-property databases is a new area of research that has already produced some
promising results.99,100 A further example where ML approaches are embedded in the
DFT approach itself involves bypassing the expensive equations that link the electron
density to the system energy (and all other properties), and instead learning this mapping
directly from training systems.101

Targeting discovery of new compounds: Of particular relevance to this work is
the use of ML approaches to perform target compound searches. Within materials chem-
istry, the number of examples ofML approaches to design new compounds has risen since
2010.102,103 These have included using composition-based descriptors to predict the like-
lihood that a given compositionwill adopt a particular crystal structure, 104,105 linking elec-
tronic band structure features to performance as a photocathode material, 106 and using
inexpensive energy estimations to predict DFT total energies (and therefore thermody-
namic stabilities) of over 2 million hypothetical crystal structures. 107
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1.5 Beyond existing materials

Heuristic rules are one set of tools for making predictions about the properties of hypo-
thetical compounds. Large datasets of calculated properties of existing and hypothetical
compounds are being generated by high-throughput calculations, and these facilitate a
new set of tools, which are data-driven approaches like ML. There is no single approach
for exploring the composition space of hypothetical compounds in a systematic way in
order to apply these tools. Current approaches for methodical generation of hypotheti-
cal compounds usually fall into one of two broad categories: 1) search by analogy and 2)
crystal structure prediction.

1.5.1 Search by analogy

When searching for new compounds by analogy, the prototype crystal structure is kept
fixed and different possible combinations of elements are substituted onto the lattice sites.
The substitutions can be a simple isovalent substitution, e.g. the replacement of Zn(II)
with Cd(II), or can be extended to aliovalent cross-substitution (also termed cation mu-
tation), e.g. the replacement of two Ga(III) with Zn(II) and Ge(IV). The process of cross-
substitutionwhile keeping the valence electron : atom ratio constantwas demonstrated by
Goodman in the 1950s,108 who predicted a series of new semiconducting compounds. A
systematic implementation of this concept was applied by Pamplin in the 1960s 109 to pre-
dicting tetrahedral semiconductors in an exhaustive manner. He derived formulae based
on heuristic rules of elemental valency to tabulate a large range of known compounds as
well as many previously unknown ternary and quaternary structures.

Aliovalent cross-substitution is used as a strategy to tune properties of semiconductors
due to the enhanced chemical and structural freedom that comes from going from two
components to three or four. For example, the bandgap of chalcogenides can be sequen-
tially decreased going from binary II−V I to ternary I−III−V I2 to quaternary I2−II−
IV − V I4 structures.110 Similarly, cross-substitution has been used to design quaternary
nitrides based on a parent GaN structure.78 The resulting compounds were found to be
lattice matched to GaN/ZnO and have VBM energies as low as that of ZnO and CBM ener-
gies as high as that of GaN, thereby combining two desirable properties of both materials
in a single material. The concept of valence has also been successfully applied to predict
new intermetallic compounds. For example, Gautier et al. investigated 400 “missing”
precious metal-containing ternary compounds and predicted that 54 of them should be
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stable semiconductors or semimetals, according to first-principles calculations. 111 Similar
approaches have also been used for the successful identification of transparent conducting
materials.112

Hautier et al. have devised a data-driven approach to assign likely structures to chemical
compositions based on the likelihood of a particular ionic species substituting for another
in the same structure type. 113Underlying this process is the principle of search by analogy,
but rather than fixing the crystal structure and making many substitutions of different
compositions, the composition is kept fixed and substitutions are systematically trialled
on many known crystal structure type.

Historically, elements that have been considered ‘similar’ (close in size and charge) have
been chosen for site substitution, largely based on intuition. In this approach, the similar-
ity factor is quantified based on data-mined information from a database of known struc-
tures and the probability of ion substitution carries a numerical value. This model can
therefore be used to produce a list of structures that a combination of elements is likely to
adopt, ranked in order of probability. Using structures within the inorganic crystal struc-
ture database (ICSD), the Hautier et al. showed via leave-some-out cross-validation that
a suitable probability threshold can be chosen in order for the technique to be used pre-
dictively. This approach is used multiple times for the work in this thesis and is described
more fully in Chapter 3.

1.5.2 Crystal structure prediction

In crystal structure prediction, the element composition is kept fixed and various arrange-
ments of those elements in space are considered. Usually, the configuration with the low-
est energy is the target of the search as this corresponds to the most thermodynamically
stable. However, there is now a growing appreciation of the fact that a large number of
technologically relevant materials are metastable, i.e. do not comprise the ground state
atomic configuration.114,115 It is currently not clear how high in energy above the ground
state a compound can be and still be considered a viable synthesis candidate. The fact
remains that to ignore all atomic configurations other than the ground state is to ignore
potentially useful materials.

The first step of most first-principles calculations workflows is to take a solved crystal
structure, usually from experiment, and relax it locally (minimise the forces acting upon
each atom) to a given level of theory. Predicting ground-state structures from chemical
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compositions alone is much more challenging as global rather than local optimisation is
needed. For a system ofN atoms per unit cell, there are 3N − 3 degrees of freedom asso-
ciated with the atomic positions, plus a further 6 associated with the lattice parameters.
Even for small systems (N ≈ 10 − 20) the number of possible atomic configurations be-
comes too large for exhaustive sampling and stochastic approaches to explore the relevant
areas of configurational space are used in practice, often in conjunction with local opti-
misation. These approaches include genetic algorithms, evolutionary algorithms, Monte-
Carlo sampling, particle-swarm and minima-hopping methods.22,116

Several global optimisation codes have been developed 117–120 and a great deal of effort
has gone into optimising the algorithms that are implemented within them. However,
they rely on a large number of individual DFT calculations being carried out and, although
DFT is an efficient use of computer resources for quantum mechanical calculations, this
amounts to an intrinsically expensive exercise.121

1.5.3 Other search methods

Some novel approaches to generating hypothetical compounds have been reported that
are distinct from either of the above categories. For example, Dyer et al. have shown how
2D layers of known crystal structures can be combined together to suggest entirely new
compounds that exhibit sensible chemical environments. 122 For a particular set of layers,
themany thousands of resulting permutations can then be ranked in energy cheaply using
classical mechanics, and subsequently using first-principles calculations. This approach
was exemplified by the identification and experimental realisation of a new mixed-metal
oxide with 148 atoms per unit cell.

Another example is an exercise carried out by Friedrichs et al., who enumerated the num-
ber of distinct network topologies for crystalline solids in which the coordination num-
ber of the atoms is four.123 Their results are therefore directly applicable to the design
of novel zeolites, silicates, carbon networks, as well as a wealth of tetrahedral inorganic
compounds. They find that, even for this relatively simple network type, the number of
different possibilities approaches 1,000 when three different atoms are considered. In a
similar vein but for structures of more complex formula, the GRINSP code allows for the
exploration of 3- to 6-connected networks, which can be used to represent hypothetical
compounds with corner sharing polyhedra.124

The above approaches share a common themeof combinatorially exploring a search space,
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within some particular constraints. While the concept of enumerating possible com-
pounds in some way is not new – as we have seen, Pamplin had begun thinking along
these lines in the 1960s – the increase in modern computer power now means that larger
and larger search spaces can be considered.

1.5.4 The combinatorial perspective

Databases such as the ICSD (∼ 181,000 entries) and the Materials Project (∼ 84,000 en-
tries) can give a rough indication of howmany inorganic materials have been experimen-
tally reported. Given that roughly half of the Materials Project entries can be associated
with an entry in the ICSD, and that around 80%of the ICSD is formed of non-duplicate en-
tries, the true answer should lie somewhere within these two extremes: 42,500 - 145,000.
Given also that∼ 40%of the structures in the ICSD feature partial site occupancy and have
therefore not been submitted to the Materials Project, the answer probably lies towards
the upper end of that estimate. This raises an interesting question: What proportion of
the total composition space for possible new materials does the number of known mate-
rials represent? To begin to answer this, a ‘bottom-up’ approach of combining elements
systematically could be adopted. We are restricted to the periodic table of elements as
our building blocks for new materials, but they can clearly be combined in a number of
different ways to form chemical compounds.

There exists no established protocol to explore the vast composition space for new inor-
ganic materials. While this is a broad and multi-faceted challenge, the focus of this thesis
is to explore one particular way in which the search space could be constructed, and de-
velop tools that can be used to filter through such a space sequentially, in order to discover
materials with target properties at reasonable computational costs.

In the following chapters, tools are presented for enumerating the search space for stoi-
chiometric compounds. The search space becomes finite for binary, ternary, quaternary
etc. element combinations under certain stoichiometric restrictions. Having constructed
a compositional search space, the next task is to search through it for target materials.

Initially, we take a more detailed look at oxidation states and establish which combina-
tions of oxidation states are likely to be exhibited in new compounds based on existing
materials data. Next, two closely-related screening studies are presented, in which hier-
archical workflows are used to target stable materials with bandgaps that would be useful
for solar applications. Theworkflows consist of stepswhere simple heuristic rules are used
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to filter compositions at very low computational cost. In addition, data-driven techniques,
including the results from the oxidation states study along with another ML model, are
used to screen for candidates with target properties. The data-mined ionic substitution
model (Hautier et al.113) is used to assign crystal structure and in one screening study this
approach is compared to a global optimisation algorithm for crystal structure prediction.
Finally, high-throughput first-principles calculations are carried out to predict accurate
properties of leading candidates. Overall, the aim is to develop systematic approaches to
designing new inorganic materials that are computationally affordable and fit in to the
new era of data-driven science.
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Part II

Theory and Methods





Chapter 2

First-principles Calculations

2.1 The Schrödinger equation

First-principles (ab-initio) methods involve using fundamental physics in order to de-
scribe chemical systems. The many-body time-independent Schrödinger equation is the
starting point for accessing ground state electronic properties:

EΨ = ĤΨ (2.1)

With E the energy of an n-particle system, Ψ the many-body wavefunction and Ĥ the
Hamiltonian operator.1 The Hamiltonian operator can be constructed from the different
types of interaction that occur within molecules and solids:

Ĥ = Tnuc + Te + Uee + Une + Unn (2.2)

Where the kinetic energy terms Tnuc and Te are for nuclei and electrons, respectively, and
Uee, Une and Unn are potential energy terms for electron-electron, nucleus-electron and
nucleus-nucleus interactions, respectively. For a hydrogen atom, the Unn and Uee terms
can be removed and the Schrödinger equation can be solved analytically. For systemswith
more than one electron the equation cannot be solved. While electrostatic forces acting
on electrons can be accounted for, we lack the necessary mathematical tools to solve the
equations that come from the quantum mechanical interactions. This is an example of
amany-body problem and approximations must be made in order to carry out practical
calculations.
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The first step is to introduce the Born-Oppenheimer approximation, which recognises
that nuclei are much more massive than electrons so can be considered stationary for
the time scales on which electrons move. Now that the wavefunction can be separated
into a nuclear and electronic component, the electronic wavefunction is solved for a fixed
set of nuclear positions and only electronic terms need to be explicitly considered for the
Hamiltonian:

Ĥe = Te + Uee + Une (2.3)

This can be written more fully as:

Ĥe = −
∑
i

ℏ2

2mi
∇2

i +
∑
i ̸=j

e2

rij
−

∑
i

∑
I

e2ZI

riI
(2.4)

were i and I denote electrons and nuclei respectively, m is mass, e is the charge of an
electron, r is distance,Z is charge and∇2 is the Laplacian operator (∇2 = ∂2

∂x2 +
∂2

∂y2
+ ∂2

∂z2
).

From now on, we will only consider the electronic terms and Ĥe will be written as Ĥ .
The potential energy term for electron-electron interaction (Uee) is still problematic for a
many-body system for the reasons stated above, so further simplification is needed.

2.2 The Hartree–Fock method

In the Hartree–Fock method,2,3 two key assumptions are made. The first is that the n-
electron wavefunction can be approximated as a set of one-electron wavefunctions. The
Hamiltonian is a sum of one-electron Hamiltonians:

Ĥ =
∑
i

ĥi (2.5)

where the electron-electron interaction term has been dropped from ĥi:

ĥi = − ℏ2

2mi
∇2

i −
∑
I

e2ZI

riI
(2.6)

This is known as the independent electron approximation. The Schrödinger equation can
then be evaluated for each one-electron wavefunction ψi to get the eigenvalue ϵi, and the
wavefunction for the system is given by their product:
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hiψi = ϵiψi

Ψ = ψ1ψ2...ψi

(2.7)

The second assumption reintroduces some electrostatic forces due to other electronswhile
maintaining the simplicity of a one-electron interpretation. This is achieved using the
mean field approximation, in which each electron experiences an average field of the
other electrons in the system. A Hartree potential term νi is added to the one-electron
Hamiltonian4 and is calculated as:

νi =
∑
j

∫
ρj
rij
dr′

ĥi = − ℏ2

2mi
∇2

i −
∑
I

e2ZI

riI
+ νi

(2.8)

where ρj is the electron density and is given by:

ρj = |ψj |2 (2.9)

Hence, in order to solve the eigenvalue problem for one electron, it is a requirement to
know the electron density to construct the Hamiltonian. In an apparent contradiction,
however, the electron density itself is calculated using the one-electron wavefunction. In
practice, the solution is an iterative process, whereby a trial set of one-electron wavefunc-
tions ψi are used to construct a corresponding set of ĥi, which are then used to generate
new ψi via the Schrödinger equation. The electron density ρi can then be recalculated
and the process repeats. A solution is reached when the density generated by the wave-
functions is equal (within some practical tolerance) to the density they produce. This is
the self-consistent field (SCF) method and relies on the variational principle, which states
that the true ground state energy of the system is always less than or equal to the value
produced by any trial Hamiltonian.5

In order to form an acceptable set of wavefunctions, further constraints must be applied
that come from the fundamental physics of fermions. Fermions are characterised as hav-
ing half-integer spin and obeying the Pauli exclusion principle, which means that no two
electrons with the same spin can occupy the same quantum state. The total wavefunction
of the system Ψ must therefore be anti-symmetric with respect to electron exchange –
the sign of the wavefunction is reversed when the position x of two electrons is switched.
The Pauli exclusion principle is enforced by writing the total wavefunction as a matrix
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determinant, known as a Slater determinant:6

Ψ =
1√
n!

∣∣∣∣∣∣∣∣∣∣∣

ψ1(x1) ψ2(x1) ... ψn(x1)

ψ1(x2) ψ2(x2) ... ψn(x2)
...

... . . . ...
ψ1(xn) ψ2(xn) ... ψn(xn)

∣∣∣∣∣∣∣∣∣∣∣
(2.10)

The Slater determinant for an n-electron systemmust also satisfy the requirement of nor-
malisation; as the square of the wavefunction represents the electron density, the proba-
bility of finding the n electrons anywhere in space must be exactly unity:∫

...

∫
|Ψ(x1, x2, ..., xn)|2dx1dx2...dxn = 1 (2.11)

As well as normality, the restriction of orthogonality may also be enforced, which means
that there is no net overlap for any two wavefunctions in a given system:∫

ψiψjdr = 0 (if i ̸= j) (2.12)

Normality and orthogonality can be described together as a single requirement: orthonor-
mality.

By approximating the exact n-electron wavefunction using Slater determinants, the Slater
determinant that gives the lowest energy is selected by individually varying one-electron
wavefunctions.

Finally, theHartree–Fock approachnaturally introduces an additional potential termUX
ij :

UX
ij = −

∑
j

ψj(r)

∫
ψ∗(r′)ψ(r′)

|r − r′|
dr′ (2.13)

This is the exchange potential and represents a quantum effect felt between electrons of
like spin, at positions r and r′. It acts as a negative correction to the self interaction er-
ror that arises from calculation of the Hartree potential. The unphysical self interaction
term occurs due to electrons experiencing their own field, i.e. when i = j in the top part
of Equation 2.8. A corresponding effect between electrons of different spins is still not
accounted for, and this so-called correlation energy must be incorporated by taking a dif-
ferent approach to approximating solutions to the Schrödinger equation.



2.3. DENSITY FUNCTIONAL THEORY 55

2.3 Density functional theory

2.3.1 Principles of DFT

The problemwith the Hartree–Fock technique is that it neglects electron correlation. The
way in which each electron contributes to the field that is felt by other electrons is not,
in reality, independent. A method of accounting for this correlation but simultaneously
avoiding themany-body problem is needed. The breakthrough came in the formof a proof
by Hohenberg and Kohn in 1964,7 which showed that for an interacting electron gas in an
external potential, knowledge of the electron density is all that is required to access the
electronic ground state properties. The existing suspicions thatmoving to a density-based
schemewas possible, as exemplified in the work of Thomas and Fermi in the 1920s,8 were
confirmed. The twoHohenberg–Kohn theorems provide the basis for this conclusion and,
briefly stated, are:

1. The external potential, and hence the total energy, is a unique functional of the
ground state electron density.

2. It is possible to obtain the ground state energy of a system (but no lower) by varying
the electron density.

In essence, this shows that moving to a density-based description does not result in the
loss of any information.

While the proof by Hohenberg and Kohn meant that in principle the ground state energy
should exist as a universal functional of electron density E = F [ρ(r)], the exact form of
the functional was not known, and is still not known. In 1965, Kohn and Sham outlined
an implementation method that allowed for practical DFT calculations.9 Their method
essentially involves mapping the n-electron interacting system onto n one-electron non-
interacting systems and partitioning contributions to the total energy into those that can
be solved exactly for this for the fictitious non-interacting system, and those that cannot.

In the non-interacting system, Kohn–Sham (KS) orbitals ϕi are considered, and the sum
of the squares of ϕi returns the electron density of the real system:

ρ(r) =
∑
i

|ϕi(r)|2 (2.14)

Going back to the Hartree–Fock approach, the energies can be summarised as kinetic,
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external, Hartree and exchange energies, respectively:

E = Ek + Eext + EH + EX (2.15)

These terms can be redistributed according to interacting and non-interacting contribu-
tions:

Ek = Enon
k + Eint

k

EH +EX → EH + EX + Eint
C

EXC = EX + Eint
C + Eint

k = EX + EC

(2.16)

In the above, the kinetic energy term Ek is first separated into interacting and non-
interacting contributions, while a new contribution from electron correlation Eint

C that is
neglected in theHartree–Fock approach is introduced. The interacting terms are grouped
together as the exchange-correlation (XC) energy EXC , which consists of the contribu-
tions from electron exchange and electron correlation, including interacting (correlated)
kinetic effects. Within the DFT framework the energy is dealt with as:

E[ρ(r)] = Enon
k [ϕ(r)] + Eext[ρ(r)] + EH [ρ(r)] + EXC [ρ(r)] (2.17)

where the external term Eext is the effect felt by the electrons due to the nuclei. It is pos-
sible to calculate the first three terms exactly, and the final term is unknown and subject
to approximations. Although the kinetic energy term is strictly calculated using KS or-
bitals, not electron density, the two quantities are interrelated via Equation 2.14. The
derivatives of the above energy functionals with respect to electron density enable the
calculation of the corresponding KS Hamiltonian, which consists of the non-interacting
kinetic energy part, and an effective potential νeff that includes the three potential terms.
This is implemented in the form of the Schrödinger equation, which can then be solved
self-consistently:

ĥKS = − ℏ2

2mi
∇2 + νeff (r)

νeff (r) = νext(r) +

∫
ρ(r′)

|r − r′|
dr′ + νXC(r)

ĥKSϕi(r) = ϵiϕi(r)

(2.18)

For a given system, the set of KS equations is solved simultaneously. In the self-consistent
cycle, the electron density is calculated from the KS orbitals and the Hamiltonian is con-
structed using the electron density. This is then used in Equation 2.18 to generate new KS
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orbitals and electron density. Convergence is reached when the difference in the old and
new energies differs by less than some threshold.

While the same restrictions of orthonormality are imposed on the KS orbitals as in the
Hartree–Fock approach, the KS orbitals are constructed from the electron density so do
not have the same interpretation as the one-electron wavefunctions in the Hartree–Fock
theory, the product of which reproduces the many electron wavefunction.

In summary, while Hartree–Fock theory is approximate, but can be solved exactly, DFT is
formally exact, but practical solutions require approximation of theEXC . DFT provides a
computationally efficient alternative to the Hartree–Fock approach that is more accurate
in practice. The increase in speed is due to the many-body problem being recast as n
one-body problems where integration over the electron density in three dimensions is
required. The increase in accuracy is due to the inclusion of electron correlation, however
this is only included as an approximation along with electron exchange in the form of
EXC . Given that an exact XC energy would in principle lead to all many-body effects being
includedwithin theDFTapproach, the search for accurate and efficientXC functionals has
been an area of intense focus for many decades.

2.3.2 Exchange-correlation functionals

The accurate estimation of EXC is crucial for successful DFT calculations. Although this
term only constitutes around 10%of the total energy, its calculation provides details about
chemical bonding and determines key properties such as bandgap. In principle, the ex-
change part could be calculated exactly as:

EX = −
n∑
ij

∫ ∫
ϕ∗i (r)ϕ

∗
j (r

′)ϕi(r
′)ϕj(r)

|r − r′|
drdr′ (2.19)

However, this requires reverting back to the Hartree–Fock framework. Instead, various
ways to approximate the XC functional have been developed over the years.

Local density approximation (LDA): The simplest XC functionals are based purely
on the density of electrons, ρ(r) at a given point r. It is possible to calculate an exact XC
functional for a homogeneous electron gas, in which electrons are evenly distributed with
a uniform external potential to maintain charge neutrality. In LDA it is assumed that the
XC energy for an electron at point r, ϵXC is the same as the XC energy for an electron in a
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homogeneous electron gas of the same density ϵhomo
XC :

ELDA
XC [ρ(r)] =

∫
ρ(r)ϵhomo

XC [ρ(r)]dr (2.20)

In general, the EX contribution is overestimated in LDA and EC is underestimated, lead-
ing to a cancellation of errors and reasonable performance. One major problem is that
binding energies between atoms are usually overestimated leading to incorrect ground
state geometries. The approximation really only works well for systems with slowly vary-
ing electron density such as metals. In the majority of chemical systems, including most
ionic and covalent solids, the requirement of a slowly varying electron density is simply
not met and higher levels of accuracy are required.

Generalised gradient approximation (GGA) : In GGA, not only is ρ(r) taken into
account, but also the density gradient,∇ρ(r):

EGGA
XC [ρ(r)] =

∫
ρ(r)ϵGGA

XC [ρ(r),∇ρ(r)]dr (2.21)

In practice,EGGA
XC [ρ(r)] is fitted to satisfy various physical constraints, and is expressed as

the LDA form with an enhancement factor F (s) to modify the energy directly:

EGGA
XC [ρ(r), s] =

∫
ϵLDA
XC [ρ(r)]ρ(r)F (s)dr (2.22)

The value of s is calculated from ρ(r) and∇ρ(r) directly:

s = C
|∇ρ(r)|
ρ4/3(r)

(2.23)

where C is a constant. Typical values of F (s) vary from 1.0 to 1.6. There have been many
GGA functionals proposed over the years and one popular choice is the Perdew-Burke-
Ernzerhof (PBE) functional,10 which is transferable between many different types of sys-
tem. In periodic solids, the PBE functional is found to overestimate bond lengths (con-
versely to LDA which tends to over-bind the atoms).11 A solution to this problem comes
in the form of the PBEsol functional,12 which accounts for the increase in exchange en-
ergies in systems with consistent density gradients (such as solids). It is an empirically
modified version of the PBE functional and (unless otherwise stated) is used for the work
in this thesis for geometry optimisation, as it generally arrives at reasonable geometries
at a computational cost amenable to high-throughput DFT.

Hybrid functionals: In hybrid XC functionals, a portion of the exact exchange from
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Hartree–Fock is incorporated into EXC in order to improve calculation accuracy:

Ehybrid
XC = EGGA

XC + α(EHF
X − EGGA

X ) (2.24)

The value of α is arbitrary, although it is usually around 0.25 as this tends to give themost
accurate properties with respect to experiment across a range of materials.

As the Hartree–Fock exchange contribution requires evaluation of the exchange inte-
grals, hybrid functionals are more computationally expensive than pure DFT methods.
In particular, the exchange energy converges slowly over long distances. In the HSE06
method,13,14 only short range exchange energies are calculated with the Hartree–Fock
approach, while the GGA functional is used over the whole calculation region. This is an
example of a screened hybrid XC functional, in which another parameter must be set: the
range over which the Hartree–Fock exchange energy is calculated. In HSE06, the range
separation parameter is set to a value which is optimal for predicting bandgaps of semi-
conductors, when α is 0.25.

While hybrid methods provide greater accuracy than standard DFT, it is not currently
feasible for them to be implemented in very high-throughput calculations due to their
computational cost. It is also important to note that for a wide range of properties such as
bond lengths and various mechanical properties, there is often little or no improvement
on values calculated using a good GGA functional.

2.4 Basis sets

The energy in DFT is a function of electron density which, in turn, is constructed from KS
orbitals. These orbitals must be represented by a set of mathematical functions - a basis
set. This is also the case for any approach where many-body properties are built using
single particle functions, including in the Hartree–Fock approach. The basis set used can
either be localised, such that functions are well-fitted to orbitals around individual atoms,
or formed of plane waves, which span the whole space equally and are non-local.

In calculations of solids, it is common to assume the atoms are arranged in a perfect re-
peating pattern which allows for the imposition of periodic boundary conditions. Un-
der these conditions, the simulation box (often one unit cell of a crystal structure) is sur-
rounded by translational images of the same box in three dimensions. As such, periodic
functions are best suited to act as a basis set, as opposed to localised, atom-centred or-
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bitals which would be best suited to the simulation of an isolated molecule.

In Blöch’s theorem, the wavefunction of an electron in a periodic potential can be sepa-
rated into two parts:

ϕn,k = un(r)e
ikr (2.25)

where un(r) is a function with the periodicity of the lattice, while eikr describes a plane
wave similar to that of a propagating free electron. Used together in this way, an electron
occupying an energy level, often referred to as a band n, with a wave vector k is repre-
sented. Relevant entities such as potentials and electron density can now be expressed in
terms of a repeating periodic pattern.

The lattice periodic part un(r) can be expressed as a sum of plane waves such that the
whole wave function can be expressed as:

ϕn,k =
∑
G

Cn,k+Ge
i(k+G)r (2.26)

Where the sum is over reciprocal lattice vectors G. All the plane waves used have the
periodicity of the lattice and in theory the sum is infinite. In practice, a plane wave cut-
off is specified, which is the maximum frequency of wave to be used in the summation
to construct the electronic wavefunctions. This restricts the wave vectors to a maximum
radius in reciprocal space and is usually expressed as an energy:

ℏ2

2m
|k +G|2 ≤ Ecut (2.27)

Higher values of Ecut give better accuracy in general, although the coefficients Cn,k+G

become smaller as G increases.

The wave vector k is also an index to each wave function. In reciprocal space (or k-space)
only the values of k in a single unit cell need to be sampled. The full symmetry of the re-
ciprocal lattice is contained within the first Brillouin zone, so in theory the wavefunctions
need to be derived at all values of k within this region. While it is impossible to integrate
over the entire Brillouin zone, wavefunctions vary slowly with k, so in practice a grid of
k-points of a certain density is sampled and the integration is replaced with a weighted
sum.

A key advantage of the use of planewaves is that only one parameterEcut needs to be tuned
to increase accuracy. A disadvantage is that very high values of Ecut are needed to repre-
sent core electron wavefunctions, which is computationally expensive. The reason for this
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is that it is necessary to represent a spatially rapidly varying function, so a high resolution
of basis plane waves is needed to capture this. Whilemany all-electron codes do exist,15,16

it is rare for them to follow this approach and they tend to use localised basis sets. An al-
ternative is to use pseudopotentials to represent nuclei and core electrons together. The
philosophy here is that core electrons do not contribute very much to chemical bonding
and materials properties so can be included along with the nuclei. Pseudopotentials are
designed to reproduce the effect of a nucleus screened by core electrons, but such that
the wavefunctions do not vary as quickly near the nucleus, allowing for the use of a plane
waves and a lowEcut. Furthermore, it is then only necessary to consider valence electrons
explicitly, reducing the number of electrons that need to be treated by the Schrödinger
equation.

The Vienna Ab Initio Simulation Package (VASP) code17,18 is used for all first principles
calculations in this work and employs projector augmented wave (PAW) pseudopoten-
tials as proposed by Blöchl,19 in which site-local functions (projectors) are added to the
plane wave basis. Crucially, this method still allows for all-electron energies and electron
densities to be obtained from the resulting pseudo-wavefunction.

2.5 Calculating properties

Having introduced the theoretical background to DFT in the previous section, this section
will describe how various properties of interest can be obtained using this approach.

2.5.1 Geometry optimisation

It is essential to ensure that the crystal structure being simulated is in its ground state
geometry. Many properties of interest are sensitive to ionic coordinates and lattice pa-
rameters so misleading results would be obtained should an off-equilibrium structure be
imposed. The exact atomic positions and lattice parameters for a relaxed structure will
vary between XC functionals, so geometries from experiment or other calculations can-
not be taken at face value. Furthermore, within the Born-Oppenheimer approximation,
finite temperature effects that would influence experimental crystal structure are auto-
matically neglected in standard DFT. Instead, a starting structure is fed into a geometry
optimisation algorithm in which the net forces acting on the atoms are minimised. This
is done iteratively, and constitutes an outer loop (Figure 2.1) such that atomic moves take
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place after each electronic SCF cycle.

In the GGA and in Hybrid DFT, the first derivatives of the potential energy surface, which
are the forces on the atoms, are necessarily calculated. The forces are then used within
minimisation algorithms to search for the lowest energy structure. The simplest algorithm
to find theminimum energy structure is the steepest descent algorithm, in which choice of
direction in which tomove on the potential energy surface (PES) is always the steepest de-
scent direction (calculated from the gradient at the present point). Thismethod can result
in many steps being taken to approach the minimum, many of which are not directed to-
wards the minimum. In conjugate gradient methods, the energy and gradient at previous
points, not just the current point, are taken into account in order to choose amore optimal
minimisation direction. More complex algorithms that provide faster minimisation such
as quasi-Newton methods are also used in practice.

The geometry is judged to be converged when forces acting on the atoms are minimised
to below a certain threshold. It is common to relax structures at GGA level, even if Hybrid
DFT will subsequently be used to calculate properties. This is largely due to the computa-
tional cost of performing many ionic steps at Hybrid DFT level. For this work, structures
are relaxed using the PBEsol functional with a force threshold set to 0.01 eVÅ−1 unless
otherwise stated.
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Figure 2.1: Iterative workflow for geometry optimisation using density functional theory
(DFT).
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2.5.2 Bandgap calculation

Building on the concepts introduced by Blöch’s theorem, it is common to construct band
structure plots of energy vs. wave vector k for each of the n bands, as shown schematically
in Figure 2.2. Often a certain path through reciprocal space is chosen, and values of k along
straight lines connecting symmetry points form the x-axis. Band structure plots relate
directly tomany important electronic structure properties. For example, in insulators and
semiconductors, the plots feature a bandgap between the highest filled and lowest empty
states. If the lowest energy state above the gap (conduction band minimum – CBM) has
the same value of k as the highest energy state below the gap (valence band maximum –
VBM), the bandgap is said to be direct. If the values of k differ, the bandgap is indirect.

Figure 2.2: Schematic of a band structure (band dispersion) diagram. Energy E is plotted as a
function of wave vector k and the bandgap Eg between the valence band maximum (VBM) and
conduction band minimum (CBM) is direct in this case. Simple diagrams that are agnostic of k

(right hand side) can be used to compare bandgaps of different materials.

Oneof themain shortcomings ofDFTapproaches is the ability to predict accurate bandgaps.
Although the band dispersion (band width) is often calculated accurately, standard DFT
(LDA and GGA) tends to consistently underestimate bandgaps in semiconductors and in-
sulators. This is an issue in the context of screening studies as the bandgap is often – as
in the work in this thesis – a key property of interest. The reason for this underestima-
tion is that the self interaction energy from the Hartree potential is not totally cancelled
out, as it is by the exchange energy in the Hartree–Fock scheme. The self-interaction
causes an increase in energy of the occupied states and results in GGA bandgaps being
underestimated, often severely.20 Conversely, in Hartree–Fock theory the total lack of
any treatment of electron correlation means bandgaps tend to be overestimated. Thus
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by incorporating a portion of the exact Hartree–Fock exchange (Equation 2.24), hybrid
XC functionals can provide much more accurate bandgaps. The increase in accuracy is
essentially a cancellation of errors and depends strongly on the amount of exact exchange
included in the calculation (α in Equation 2.24). The HSE06 XC functional is used in this
work to calculate bandgaps of candidate materials.

2.5.3 Carrier effective mass

Themotion of an electron in a periodic potential is often very different to themotion of an
electron in a vacuum (free electron). The effective mass approximation assumes that the
response of the electron in the potential is the same as the response of a free electronwith a
renormalised (effective) mass. Electrons are therefore assigned an effective massm∗ that
is usually quoted in units of the rest mass of an electronme. With a newly defined mass,
an electron becomes a quasiparticle. Another important quasiparticle in semiconductor
physics is the positively charged electron hole, which arises due to the aggregatemotion of
electrons in the valence band. The effectivemass is inversely proportional to conductivity,
so smaller values are desirable for efficient semiconductors.

The carrier effective mass is related to the dispersion of the band and often the parabolic
approximation is used, in which a quadratic least-squares fit ismade to the CBMandVBM
to obtain the electron and hole effective masses, respectively. The curvature of the band
can then be used to calculate the effective mass directly:

m∗ =

(
∂2E

∂k2
1

ℏ2

)−1

(2.28)

The parabolic approximation is not always valid, particularly at high carrier concentra-
tions where the bands are often not as parabolic as at the extrema. Furthermore when the
curvature approaches 0, the effectivemass approaches infinity. Form∗ calculations in this
thesis, k-points that are kBT above the CBM and below the VBM at standard temperature
(∼ 25 meV) are included in the least-squares fit.

2.5.4 Absolute electron energies

While the relative position of electronic bands determines the energies of optical transi-
tions via the bandgap, the absolute positions of the bands relative to the vacuum level
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are needed to determine other important properties. For example, absolute electron en-
ergies in two semiconductors determine whether electrons will flow easily between their
conduction bands when in contact.21 Absolute electron energies also determine whether a
semiconductor is able to drive thewater splitting reaction and produceO2 andH2 gases.22

The absolute energy of an electron is not an intrinsic bulk property and can only be speci-
fied relative to some other state.23 As we are concerned with the addition and removal of
electrons to and from the material, the key properties of interest are the electron affinity
and ionisation energy. For completeness, it should be noted that in solids the carrier con-
centration gives rise to one further quantity, the Fermi energy, which is affected by the
level of doping in a material. Absolute electron energies are influenced by two factors; a
bulk binding energy and a dipole that originates from a redistribution of charges at the
surface.

One approach to calculating absolute electron energies wile taking surface effects into ac-
count within the DFT framework is to build a slab model of the material of interest. The
material is represented as semi-infinite, repeating in two dimensions with a surface to
vacuum in the third. Periodic boundary conditions are still formally employed in 3D, but
with a vacuum region separating several repeating units of the compound, constituting a
slab. The planar average of the electrostatic potential calculated in the vacuum region is
then used to align the electron energies. The planar average24 as a function of the z coor-
dinate (normal to the surface) of the 3D electrostatic potential V is calculated by taking
averages of the planar surface area slices S:

V̄ (z) =
1

S

∫
S
V (x, y, z)dxdy (2.29)

The macroscopic average can then be calculated using the unit cell length a in the z direc-
tion:

¯̄V (z) =
1

a

∫ z+a
2

z−a
2

V̄ (z′)dz′ (2.30)

The difference between the macroscopic average of the electrostatic potential in the slab
region normal to the surface and the electrostatic potential in the vacuum region gives
the surface dipole Ds, as show schematically in Figure 2.3. While Ds is in fact an energy
difference, it is conventional for this quantity to be referred to as the surface dipole, which
forms due to electron leakage into the vacuum at any surface, even a formally non-polar
surface. The ionisation energy is then calculated as Ds − ϵvbm, where ϵvbm is the VBM
as calculated in a standard bulk calculation. Similarly, the CBM from a bulk calculation
ϵcbm can be used to calculate electron affinity. In this work, the relevant output files from
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Figure 2.3: Schematic illustrating how the surface dipole is obtained from a slab calculation
The macroscopic average (orange line) of the planar average of the electrostatic potential (blue

line) is plotted normal to the surface and into the vacuum region.

the VASP code that store local potential information are analysed using the MacroDensity

Python library.25

Practically, choosing how to cleave the bulk material to expose a surface is an important
problem, as there are usually multiple low-energy surfaces, each of which can result in
different energies. If a particular surface is known to be preferred experimentally, or is of
particular relevance for a specific application, the choice becomes easier. For the calcula-
tion of electron energies of hypothetical materials in this work, the lowest index surface
that is Type I according to Tasker’s categorisation26 – where there is no net dipole per-
pendicular to the surface – is selected. All bulk structures are relaxed as described above
before generating a surface, and none of the surfaces are relaxed further. Finally, it is
important to ensure that both the slab and vacuum layers are thick enough so that no sur-
face effects are felt by the opposite surface, hence convergence of electron energies with
respect to these parameters must be established.

2.5.5 Optical absorption

The dielectric tensor, calculated within the PAW methodology as described elsewhere,27

consists of a real and imaginary part ϵ = ϵr + iϵi. The complex modulus of the dielectric
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tensor |ϵ| is then used to calculate the extinction coefficient κ:

|ϵ| =
√
ϵ2r + ϵ2i

κ =

√
|ϵ| − ϵr

2

(2.31)

The extinction coefficient can then be used to calculate the absorption coefficient α at
different wavelengths of electromagnetic radiation λ:

α =
4π

λ
κ (2.32)

For the absorption coefficients reported in this work, ϵ is averaged over the three Cartesian
coordinates to give a powder average, assuming randomorientation of crystals in a sample
with respect to the direction of incident light.

2.5.6 Dynamic stability

When the geometries of crystal structures are relaxed by minimising net forces on the
ions, there is a no guarantee that the optimisation algorithm has found a local minimum.
Local maxima, or more commonly saddle points, on the PES also lead to an absence of
net-forces on the ions and in these instances, given a small perturbation, the structure
would relax into a lower energy structure. Finite displacement calculations are carried
out to obtain vibrational (phonon) frequencies which gives an insight into the nature of
the PES.

Within the harmonic approximation, the phonon frequencies and atomic displacement
patterns of a crystal structure are determined from the second-order force-constant ma-
trices Φαβ(jl, j

′l′):

Φαβ(jl, j
′l′) = − ∆Fα(jl)

∆rβ(j′l′)
(2.33)

where the force F on atom j is induced by the displacement of atom j′ from position r.
The indices l and l′ refer to the unit cells of the atoms, and α and β label the Cartesian
directions x, y and z. The matrix is built up by performing small displacements of atoms
along symmetry-inequivalent directions and is known as the finite displacementsmethod.
In practice, one static DFT calculation is carried out for each of the displacements, and
these can be done independently.

The force-constant matrix can then be transformed to the dynamical matrix for a given
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phonon wave vector q. The dynamical matrix captures the wavelength and propagation of
the atomic-displacement wave and its diagonalisation leads to a set of phonon frequencies
ω(q, s) and atomic displacement patternsW (q, s). The dynamical matrices are given by:

Dαβ(j, j
′, q) =

1
√
mjmj′

∑
l′

Φαβ(j0, j
′l′)eiq(r(j

′l′)−r(j0)) (2.34)

in whichmj are the atomic masses and where each of the j atoms in the first unit cell are
considered (l = 0).

The energy of a phonon mode is given by:

E =
1

2
ω2Q2 (2.35)

where Q is the normal mode coordinate (amplitude of the oscillation). If E < 0 when
Q ̸= 0, it implies that the structure is at a local maximum or saddle point on the PES.
Since Q cannot be less than 0, ω2 must be less than 0, hence ω drops out as a complex
number and such modes are termed imaginary modes. For the work in this thesis, net
forces on atoms are reduced to below 0.005 eVÅ−1 before carrying out finite displacement
calculations. Force-constant matrices and dynamical matrices are constructed using the
Phonopy Python library.28,29
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Chapter 3

Machine Learning

3.1 Gradient boosting regression

3.1.1 Machine learning workflow

A supervised learning approach can be used to build a model that predicts target values
based on a set of input values. In this thesis, such an approach is used to predict bandgap
values from chemical composition. The steps involved are outlined in Figure 3.1, along
with the tools used at each step.

3.1.2 Data acquisition and representation

TheMaterials Project (MP) database is accessed using theMaterials API 1 via the Pymatgen

Python library.2 The Computational Materials Repository (CMR) dataset is downloaded
in its entirety from https://cmr.fysik.dtu.dk/mp_gllbsc/mp_gllbsc.html and ac-
cessed using the Pysqlitepython library. The compounds in theCMRdataset are a subset
of the compounds in the MP database but with additional information on bandgaps cal-
culated with different XC functionals. Each entry in the CMR dataset has an associated
mp-id which uniquely identifies the compound in the MP database.

The Matminer Python library3 is used to represent compositions as vectors. This process
is called featurisation or vectorisation. The ML-ready data takes the form of a dataframe
of n columns and i rows, where each of n−1 columns is a feature of the composition* and

*Features used for the specific application in Chapter 7 are detailed in the same chapter.

https://cmr.fysik.dtu.dk/mp_gllbsc/mp_gllbsc.html
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the last column is the target property. Each compound – or more generally each sample
– is represented as one of i rows.

Figure 3.1: General workflow for supervised machine learning. MP and CMR refer to Materials
Project and Computational Materials Repository, respectively.

3.1.3 Decision trees

Gradient boosting is an ensemble method, used to improve the performance of individual
weak learners. The weak learner most frequently used is the decision tree where the goal
is to create a model that predicts the value of a target variable by learning simple decision
rules from features of a dataset. It is possible to apply decision trees to classification and
regression problems, so the target variable can be discrete or continuous. When the appli-
cation is regression, the corresponding ensemblemodel is referred to as gradient boosting
regression (GBR). Individual trees are constructed using the classification and regression
trees (CART) algorithm, outlined below.4

For training vectors xi and a label vector (target) y, the space is partitioned into two parts,
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such that samples with the same labels are grouped together. Let Q represent the data at
node j, for a candidate split θ, consisting of a feature f and some threshold tj , the data is
partitioned into Qleft(θ) and Qright(θ):

Qleft(θ) = (x, y)|xf ≤ tj

Qright(θ) = Q \Qleft(θ)
(3.1)

The impurity at j is calculated using an impurity functionH():

C(Q, θ) =
nleft
Nj

H(Qleft(θ)) +
nright
Nj

H(Qright(θ)) (3.2)

where nleft and nright are the number of samples in each partition out of the total number
of samples a the node Nj .

The threshold and possible split points are evaluated and chosen in a greedymanner, such
that parameters are always chosen that minimise the impurity:

θ∗ = argmin
θ

C(Q, θ) (3.3)

This process is repeated recursively for subsets Qleft(θ
∗) and Qright(θ

∗) until some stop-
ping criteria is fulfilled: Either the predefined maximum tree depth is reached, Nj = 1,
orNj ≤ some predefined value (minimum samples at a leaf node).

Finally, for regression the criteria to be minimised is the mean squared error, which is
generally calculated as:

1

n

n∑
i=1

(yi − ŷi)
2 (3.4)

for a vector ŷ of n predictions, where y is the vector of observed values.

For decision trees, the mean values at terminal nodes are used:

cj =
1

Nj

∑
i∈Nj

yi (3.5)

The equation for the impurity function then becomes:

H(Xj) =
1

Nj

∑
i∈Nj

(yi − cj)
2 (3.6)

whereXj is the training data at node j.
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3.1.4 Boosting

In gradient boosting, the individual decision trees are considered in an additive way. The
overall model is given by:

F (x) =

M∑
m=1

γmhm(x) (3.7)

wherehm(x) are theweak learners (decision trees) and γm are the step lengths. In practice,
the step lengths are usually fixed and called the learning rate. Decision trees of a fixed size
are added to the model sequentially, in a forward stagewise fashion:

Fm(x) = Fm−1(x) + γmhm(x) (3.8)

A fixed number of decision trees to be added to the model is set at the outset.

At each addition, the decision tree is chosen tominimise a loss functionL given the current
model fit Fm−1(xi):

Fm(x) = Fm−1(x) + argmin
h

n∑
i=1

L(yi, Fm−1(xi) + h(x)) (3.9)

This minimisation problem is solved numerically via steepest descent. The negative gra-
dient of the differentiable loss function evaluated at the current model Fm−1 gives the
steepest descent direction:

Fm(x) = Fm−1(x)− γm

n∑
i=1

∇FL(yi, Fm−1(xi)) (3.10)

Finally, the loss function itself is the squared error loss function:

Fm(x) = Fm−1(x)− γm

n∑
i=1

∇F (yi − Fm−1(xi))
2 (3.11)

and evaluating the negative gradient of this simply gives the residuals of the model mul-
tiplied by 2:

Fm(x) = Fm−1(x)− γm

n∑
i=1

2(yi − Fm−1(xi)) (3.12)

In this way, each consecutive decision tree is trained on the residuals of the currentmodel.
If a decision treewere able to completely correct for the residuals, the ensemblewould give
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predictions without errors. In practice, this is never the case and the process is carried out
iteratively, as above. For the work in this thesis, the Python library Scikit-learn5 is used
to construct GBR models.

3.1.5 Cross-validation

Total error in ML approaches comes from a combination of bias, variance and irreducible
errors. Shallow decision trees such as those used in GBR are prone to high bias (error
from erroneous assumptions about the training data). Gradient boosting reduces bias of
individual trees, but runs the risk of increasing the variance (error from sensitivity to noise
in the training data, or overfitting). Upon changing some parameter such as the number
of decision trees, it is crucial to check how the model performs on unseen data, even if the
fit to the training data appears to be improving.

Each time a GBR model is built, 10-fold cross validation (CV) is performed. The model
is initially trained on 90% of the data, then tested on the remaining 10%. The predicted
bandgap values are compared to the ground truth by calculating the root-mean-squared-
error (RMSE):

RMSE =

√√√√ 1

n

n∑
i=1

(yi − ŷi)2 (3.13)

where n is the number of entries in the test set, yi is the true bandgap value of the ith entry
and ŷi is the bandgap value predicted by the model.

Each 10% portion of the data is used as the test set in turn, and the mean RMSE of all
splits is calculated. CV is carried out for each set of hyperparameters that is trialled for
the model.

3.1.6 Hyperparameter tuning

The hyperparameters of a GBRmodel are both tree-specific parameters and boosting pa-
rameters that are set before the training process begins. The key tree-specific parameters
are:

1. Minimum number of samples needed to split a node

2. Minimum number of samples allowed at a leaf (terminal) node
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3. Maximum depth (size) of trees

4. Maximum number of features each tree can use

While optimum values for all of these are problem-specific and cannot be predicted a
priori, it is generally true that parameter 3 must be kept small in for GBR to minimise
variance. Parameter 4 introduces a degree of diversity into the ensemble which helps to
further reduce overfitting.

The key boosting specific parameters are:

1. Learning rate

2. Number of trees (boosting stages)

3. Fraction of samples in the dataset to fit each tree

Given that learning rate is essentially the step size in the minimisation, this is decreased
as the number of trees is increased to give a more accurate model. A common approach is
to keep the number of trees low and learning rate high initially, while optimum values are
found for tree-specific parameters at low computational cost. This is done in the following
order, prioritised by the impact each parameter tends to have on overall performance:

1. Perform a grid search for the optimum values of maximum tree size and minimum
number of samples to split a node.

2. Fix the maximum tree size and perform a grid search on the number of samples to
split a node and the minimum samples at a leaf node.

3. Fix all other parameters and tune the maximum features each tree can consider.

Subsequently, the fraction of samples in the dataset to fit to each tree is tuned, followed
by increasing the number of trees and decreasing the learning rate until no further im-
provement in RMSE from CV is seen.

3.1.7 Feature importance

It is possible to determine the relative importance of each feature by extracting some basic
information about the structure of the final model. The exact method used is the mean
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decrease impurity method,4 whereby importance of a node j is calculated as:

mij = wjCj − wleft(j)Cleft(j) − wright(j)Cright(j) (3.14)

wherewj is the weighted number of samples that traverse node j,Cj is the impurity in this
node, and left(j) and right(j) are the children nodes. Feature importance for an individual
tree can then be calculated as:

fii =

∑
j:mj

mij∑
j:mtot

mij
(3.15)

wheremj are the nodes that split on feature i, andmtot are all the nodes in the tree. Values
of fii are then averaged across all trees.

3.2 Structure substitution algorithm

The ionic substitution method for predicting likely crystal structures from composition
was introduced in Chapter 1. The model quantifies how likely it is for a set of species to
substitute onto the sites in a known crystal structure and is used heavily throughout the
work in this thesis, so an overview of how it is built and used is given here. A full descrip-
tion of the methodology can be found in the original paper by Hautier et al. (Reference
6). For the work in this thesis, a pre-trained model as implemented in Pymatgen2 is used,
i.e. the values of λ (see below) are already determined.

3.2.1 Model structure

They key quantity of interest is the probability p of two compoundsX andX′ existing in
the same crystal structure. This is can be expressed in terms of the constituent species:

p(X,X’) = p(X1, X2, ..., Xn|X ′
1, X

′
2, ..., X

′
n) (3.16)

whereXj andX ′
j are ions present at the position j in the crystal structure common to the

two compounds. For example, p(Ni2+, Li+, P 5+, O2−|Fe2+, Li+, P 5+, O2−) represents
how likely Fe2+ is to be substituted by Ni2+ in a lithium transition metal phosphate.

The value of p(X,X’) cannot be calculated directly and must be approximated. This is
done using feature functions, which only return values of 1 or 0. Aweighted sumof feature
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functions is used to approximate p(X,X’):

p(X,X’) ≈ e
∑

i λifi(X,X’)

Z
(3.17)

in which λi is the weight given to the feature function fi and Z is a partition function
ensuring normalisation of the probability function. The feature functions themselves are
simple binary feature functions of the form:

fa,b(X,X’) =

1 X = a andX ′ = b

0 else
(3.18)

such that each pair of ions a and b is assigned a feature function with a corresponding
weight λa,b indicating how likely ions a and b are to substitute for one another. Theweights
also satisfy the constraintλa,b = λb,a. An example of a feature function is thatwhich relates
to the Ca2+ – Ba2+ substitution:

fCa2+,Ba2+(X,X’) =

1 X = Ca2+ andX ′ = Ba2+

0 else
(3.19)

which will have an associated weight λCa2+,Ba2+ whose magnitude indicates how likely
this particular substitution is.

3.2.2 Training the model

Theweightsλa,b are the key to the accuracy of themodel and are as yet unknown. These are
determined from the information present in the ICSD. A structure comparison algorithm
is used to find similar structures,7 then specific instances of (X,X’) can be found. For
example, BaTiO3 andCaTiO3 both form cubic perovskite structures with Ca2+ andBa2+ on
the same site. An entire crystal structure databaseDwill lead tom individual assignments
(x,x’) of this type:

D = {(x,x’)1, (x,x’)2, ..., (x,x’)m} (3.20)

Amaximum-likelihood approach is used, in which the set of weights maximising the like-
lihood of observing the training data is selected. The log-likelihood l can be represented
as:

l(D,λ) =
m∑
t=1

log p((x,x’)t|λ) (3.21)
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where the vector λ represents the set of weights. This can be evaluated, according to the
approximation in Equation 3.17, as:

l(D,λ) =
m∑
t=1

[
∑
i

λifi((X,X’)t)− logZ(λ)] (3.22)

The feature weights are chosen by solving:

λ = argmax
λ

l(D,λ) (3.23)

3.2.3 Implementation

In order to predict a likely structure formed by a set of candidate species a, b, c the follow-
ing procedure is followed:

1. For compound i in the database containing the species x1i , x2i , x3i , the probability of
forming a new compound by substituting the candidate species into compound i
(p(a, b, c|x1i , x2i , x3i )) is determined using Equation 3.17.

2. If the probability is above a given threshold and the resulting structure is charge
neutral, the new compound is added to the list of possible structures.

3. The next compound i+ 1 in the database is considered an the process repeats.

In this work, a threshold of of 10−5 (log probability threshold of −5) is used unless other-
wise stated. This value is found in the original paper tomaximise the true positive rate and
minimise the false positive rate during cross-validation. Different values are required for
different chemistries due to the fact that the original database the model is trained on is
biased towards certain compounds (e.g. towards oxides). Where different threshold val-
ues are used, they are empirically chosen as the minimum value required to return some
suggested crystal structures for the majority of compositions in a given search.
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Results





Chapter 4

The Inorganic Composition
Space

4.1 Introduction

This chapter deals primarily with the use of chemical heuristics to build up a search space
of stoichiometric inorganic compositions. Although this necessarily results in the exclu-
sion of all hypothetical compounds that are not exactly stoichiometric, it has been shown
that stoichiometric compounds can be used as a starting point for further computational
or experimental study, during which stoichiometry can be fine-tuned to target specific
properties.1 For example, the low energy structure Y2Ba2Ca4Fe7.5Cu0.5O21 was identified
computationally, leading to experimental identification of Y2.24Ba2.28Ca3.48Fe7.44Cu0.56O21,
which has the necessary properties to function as a solid oxide fuel cell cathode.2 Fur-
thermore, a primary aim in this chapter is to gain some insight into what proportion of
the search space has already been explored. There is no shortage of stoichiometric com-
pounds with useful properties and the list is still growing,3 so it stands to reason that if
enough of the composition space is unknown then it is likely that there are many more
waiting to be discovered.

The approaches in the following chapters of this thesis exhibit a consistent screening
methodology; first filtering by composition with no structural consideration, and subse-
quently assigning structure to top candidate compositions. This can be thought of visually
as traversing the x-axis of Figure 4.1, then moving in the y direction to consider crystal
structures of chosen compositions. Composition-property and structure-property rela-
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Figure 4.1: Schematic representation of the search space for inorganic compounds. The
elemental composition is varied as the x-axis is traversed, while the arrangement of atoms in

space is varied along the y-axis.

tionships both play an important role, so screening based on composition alone is only
expected to predict properties with a modest level of accuracy. The ability to screen such
a high volume of hypothetical compositions should mitigate against this drawback.

On a practical note, another aim is that the composition space can be constructed effi-
ciently on a desktop computer. The overall materials design approach in this thesis con-
sists of hierarchical screeningworkflows, whereby the initial screening steps are computa-
tionally cheap enough to copewith a large number of compositions. Therefore, it would be
useful if the initial step of constructing a search space, subject to some chosen constraints,
was as computationally efficient as possible.

Finally, this chapter also presents two short examples of using the composition space in
a real search for target materials. In the first, the SSE scale (as described in Chapter 1) is
used to target novel chalcohalide materials for photoelectrochemcial water splitting ap-
plications and this is followed up in detail in Chapter 6. The second example involves the
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application of the Goldschmidt radius ratio rules4 in order to enumerate the number of
possible perovskite structures.
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4.4.1 Abstract

Forming a four component compound from the first 103 elements of the periodic table
results in more than 1012 combinations. Such a materials space is intractable to high-
throughput experiment or first-principles computation. We introduce a framework to
address this problem and quantify how many materials can exist. We apply principles of
valency and electronegativity to filter chemically implausible compositions, which reduces
the inorganic quaternary space to 1010 combinations. We demonstrate that estimates of
bandgaps and absolute electron energies can be made simply based on the chemical com-
position and apply this to search for new semiconducting materials to support the photo-
electrochemical splitting ofwater. The applicability to crystal structure prediction by anal-
ogy with known compounds is shown, including exploration of the phase space for ternary
combinations that form a perovskite lattice. Computer screening reproduces known per-
ovskite materials and predicts the feasibility of thousands more. Due to the simplicity of
the approach, large-scale searches can be performed on a single workstation.
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4.4.2 Introduction

There are currently over 184,000entries in the inorganic crystal structure database (ICSD)
based on 9,141 structure types.5 66,814 of these materials have also been subject to quan-
tum mechanical calculations, with the basic electronic structure and thermodynamic in-
formation included in the Materials Project6 (powered by the pymatgen infrastructure7).

The configurational phase space for newmaterials is immense, and a blind exploration of
the periodic table is a daunting task. Fortunately, over a century of research in the physi-
cal sciences has provided us with myriad rules for assessing the feasibility of a given sto-
ichiometry and the likelihood of particular crystal arrangements. Examples of chemical
phenomenology include the radius ratio rules4 and Pettifor maps8 for structure predic-
tion, as well as electronegativity and chemical hardness for predicting reactivity.9 Paul-
ing’s rules10 provide predictive power for ionic or heteropolar crystals. A wealth of knowl-
edge exists for understanding the physical properties of tetrahedral semiconductors. 11 Re-
cent examples of searches for new materials that draw from existing chemical knowledge
include 18-electron ABX compounds,12 hyperferroelectric superlattices, 13 and organic-
inorganic perovskites.14,15

The reliability and predictive power of atomistic materials simulations is increasing. 16,17

Many approximations are being removed as high-performance supercomputers reach
petaflop scale. This includes more accurate quantum mechanical treatment of electron-
electron interactions in the solid state, 18 as well as more realistic models of chemical
disorder.19 However, owing to the computational cost, high-throughput screening with
first-principles techniques is usually limited to hundreds or thousands of materials — a
small fraction of the overall phase space.

We report a procedure to navigate the materials landscape with low computational effort,
which can be achieved using simple chemical descriptors. We first explore the magnitude
of the task at hand, by enumerating combinations of elements and ions for binary, ternary
and quaternary compositions. We demonstrate that chemical constraints can narrow the
search space drastically. Examples of how deeper insights can be gained are illustrated for
electronic (photoelectrodes for water splitting) and structured (perovskite type) materi-
als. The procedure can be used to comfortably explore the vast compositional space or as
the first step in amulti-stage high-throughput screening process. Instead of being a road-
block to achieving new functionality, the combinatorial explosion for multi-component
compounds provides fertile ground for innovative materials discovery.
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4.4.3 Results

4.4.3.1 Elemental combinations

To begin, one can map chemical space by enumerating the ways in which the constituent
elements of the periodic table can combine. If we restrict ourselves to the first 103 ele-
ments (to the end of the actinide series), the combinations (i.e. C103

n ) for two, three and
four components are 5,253, 176,851 and 4,421,275, respectively. For five components, the
combinations exceed 87 million.

Physically, the situation is more complex. Elements can combine in different ratios lead-
ing to variation in material stoichiometry, e.g. the binary combinations AB, AB2, A2B3,
A3B4. Given elementsmay also adoptmultiple oxidation states, each with a unique chem-
ical behaviour, e.g. Sn(II)O, Sn(IV)O2 and Sn(II)Sn(IV)O3. For our enumeration of fea-
sible compounds, we next consider the accessible oxidation states of each element in sto-
ichiometry up to quaternary AwBxCyDz, where the integers w, x, y, z ≤ 8. This definition
includes, for example, common ternary pyrochlore oxides (A2B2O7) and quaternary dou-
ble perovskites (A2BCO6). Using the most common oxidation states extends the first 103
elements of the periodic table to 403 unique ions.

The number of combinations is now drastically increased, as shown in Table 4.1, with four
component candidatematerials exceeding 1012. In order to reduce this composition space
we can introduce selection rules (filters) from chemical theory.

We note that the estimations discussed here represent a lower limit on the number of
accessiblematerials. We consider regular inorganic compounds and exclude, for example,
non-stoichiometry, organic systems, hybrid organic-inorganic materials, electrides, and
intermetallics, where additional considerations are required to predict viability.20–22

4.4.3.2 Chemical filters

Rule 1: Charge neutrality. Ions tend to combine into charge neutral aggregates. The
same thinking applies to both ionic solids and more covalently bonded semiconductors.
Any periodic solid must be charge neutral otherwise it would have an infinite electro-
static potential. Balancing of oxidation states and fulfilment of the valence octet rule are
equivalent, e.g. III–V semiconductors such as GaAs can be represented as Ga3+As3– . Our
implementation is inspired by the work of Pamplin23 and Goodman24 on the subject of
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Table 4.1: Estimates for the number of possible inorganic materials allowing for variable
oxidation state and stoichiometry with the constraints of charge neutrality (q) and

electronegativity balance (χ).

Type Constraint Number
AwBx 3,483,129
AwBx q 58,614
AwBx q + χ 14,721
AwBxCy 4,753,229,039
AwBxCy q 174,081,685
AwBxCy q + χ 32,157,899
AwBxCyDz 4,139,315,402,300
AwBxCyDz q 267,381,955,246
AwBxCyDz q + χ 32,381,953,858

multi-component semiconductors.

A charge neutrality constraint significantly reduces the total number of candidate mate-
rials. The rule states that the formal charges (q) of the components sum to zero, i.e.

wqA + xqB + yqC + zqD = 0. (4.1)

Charge neutrality contracts the compositional space by at least an order of magnitude for
binaries, ternaries and quaternaries (Table 4.1).

Rule 2: Electronegativity balance. Further to assuming that all charge-neutral
combinations of oxidation states are accessible, we can implement a second constraint
based on the electronegativity of the component elements. The empirical electronega-
tivity (χ) scale represents the ‘attraction’ of a particular atom for electrons. For a stable
compound the relation χcation < χanion should be obeyed, i.e. the most electronegative
element carries the most negative charge. Here we employ the Pauling electronegativ-
ity scale, which reduces the allowed compositions by a factor of between 4 – 10 for the
different numbers of components (Table 4.1).

It is also instructive to consider existing materials databases (the ICSD and Materials
Project). For binary compounds we find fewer combinations from smact than the ICSD
(Figure 4.2), which can largely be attributed to our exclusion of intermetallics and poly-
morphs. In the Materials Project multiple entries for a single composition are removed
and the number of compositions are in close agreement. For ternaries and quaternaries
the compositions passing both charge and electronegativity tests continues to rise expo-
nentially, while the number in existing databases remains relatively constant. The in-
creased complexity of ternary and quaternary systemsmeans that their synthesis, charac-
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Figure 4.2: (left) Narrowing of compositional space for inorganic materials by imposing
chemical constraints of charge (q) and electronegativity (χ). (right) Comparison of the accessible

materials predicted by smact and those reported in the ICSD5 and the Materials Project25
database.

terisation and reporting are more challenging than for binary systems. Nevertheless, the
large differences between numbers of potential and reportedmaterials suggests that wide
areas of unexplored compositional space may contain stable and useful materials.

The numbers reported in this section are vast, and performing quantitative screening for
application using modern electronic structure techniques is unimaginable. Exploration
of the hitherto neglected compositional space will require further guidelines. In the fol-
lowing sections we demonstrate how additional descriptors can be applied to identify ma-
terials for specific applications.

4.4.3.3 Compositional descriptors

Several useful properties can be estimated based on knowledge of the chemical composi-
tion alone, and here we explore the application of some of these approaches.

Descriptor 1: Electronic chemical potential. The concept of atomic electroneg-
ativity has been successfully extended to solids, where the geometric mean becomes the
single-value descriptor, i.e.

χsolid = w+x+y+z

√
χw
Aχ

x
Bχ

y
Cχ

z
D (4.2)
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This descriptor represents a mid-gap energy between the filled (valence band) and empty
(conduction band) electronic states. This corresponds to the electronic chemical poten-
tial (Fermi level) at 0K.26 Butler and Ginley27 found a linear correlation between the
solid electronegativity and the electrochemical flat-band potentials for a range of semi-
conductors. This was subsequently extended to a wider data set including metal oxides,
chalcogenides and halides.28 Themethod provides a rapid procedure for the estimation of
absolute electron energies for multi-component materials. It is now commonly employed
in the computational screening of new materials for electrochemical applications.29–32

Descriptor 2: Electronic structure. Many tight-binding model Hamiltonians exist
for semiconductors and dielectrics.11 One recent approach is based on the atomic solid-
state energy (SSE) scale,33 which provides information on valence and conduction bands
based on the frontier orbitals of the constituent ions. While the Mulliken definition of
electronegativity is an average of the ionisation potential (IP) and electron affinity (EA)
of an atom, the SSE reflects the IP of an anion (filled electronic states) and EA of a cation
(empty electronic states). The energies of 40 elements were fitted from a test set of 69
closed-shell binary inorganic semiconductors,33 which has recently been extended to 94
elements.34 Based on the tabulated SSE scale, the bandgap (Eg) can be estimated as

ESSE
g = SSEcation − SSEanion (4.3)

For multi-component systems the limiting values (cation with highest EA and anion with
lowest IP) are used. The SSE has a root-mean-squared-deviation of 0.66 eV against the
measured bandgaps of 35 ternary semiconductors (see Table S1). This simple method
allows for rapid screening of bandgaps and absolute band edge alignment.

Bothmethods (Equations 4.2 and 4.3) have been implemented for arbitrary compositions
based on tabulated atomic data in the smact package. Since no crystal structure informa-
tion is included at this level, the results are qualitative and the models do not distinguish,
for example, between polymorphs.

4.4.3.4 Electronic structure: photoelectrodes

Wenow use the compositional space and chemical descriptors defined above to search for
potential materials for solar fuel generation via photoelectrochemical water splitting.
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The properties that are required for viable photoelectrodes include: (i) a bandgap in the
visible range of the electromagnetic spectrum in order to absorb a significant fraction of
sunlight; (ii) the upper valence and lower conduction bands bridge the water oxidation
and reduction potentials, enabling the redox reaction. We set an optimal bandgap range
of between 1.5 and 2.5 eV. Whilst the free energy for water dissociation is 1.2 eV, the com-
bination of loss mechanisms found in practical devices may require a bandgap as large as
2.2 eV.35,36

Metal oxides combine many attractive properties for water splitting (e.g. stability and
cost), but they usually have bandgaps too large to absorb a significant fraction of sun-
light. The formation of multi-anion compounds offers a route to modifying the electronic
structure. We consider ternary metal chalcohalides (i.e. AxByCz), with B = [O,S,Se,Te]
and C = [F,Cl,Br, I]. We restrict the A cations to those with an SSE higher than the
water reduction potential (approx. -4.5 V relative to the vacuum at pH = 0). The con-
ditions of charge neutrality and electronegativity are used perform an initial screening
that yields 52,094 combinations. With the additional bandgap criterion, the combina-
tions are reduced to 7,676, while the pool of cations is reduced from 25 to 7 with A =

[B,Ti,V,Zn,Ga,Cd,Sn]. We further rule out any boron containing combinations at this
stage, as these are known to form discrete molecular units (e.g. BClSe).

Finally, we screen compositions based on the environmental sustainability of the ele-
ments. We employ the Herfindahl–Hirschman Index for elemental reserves (HHIR),
which has been developed in the context of thermoelectric applications.37 This index in-
cludes factors such as geopolitical influence over materials supply and price. The HHIR
for a given composition can be obtained as the weighted average over the constituent ele-
ments. At this stage, since stoichiometry is variable, we consider the mean HHIR for each
A1B1C1 combination.

The band edge positions of the 20 candidates with the smallest HHIR values are presented
in Figure 4.3. The HHIR has the effect of eliminating all combinations containing Ga, Te
and Br*. There are no entries in the ICSD for themajority of candidates that we identified;
however, reports can be found for Cd2O6I2, Sn2SI2 and Zn6S5Cl2.38–40 Both Cd2O6I2 and
Sn2SI2 feature in the Materials Project and have bandgaps of 3.3 and 1.6 eV, respectively,
calculated within density functional theory (DFT). These compare to the SSE bandgaps
of 2.5 and 2.0 eV. The third compound, Zn6S5Cl2 is reported to have an optical gap of 2.7
eV,40 which compares to the SSE bandgap of 2.4 eV.

*Though relatively abundant, the majority of the world’s Br is produced from the Dead Sea, making it
geopolitically sensitive as reflected in a high HHIR.
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Figure 4.3: Calculated band edge positions, relative to the vacuum level, of 20 promising
element combinations for water-splitting applications based on the solid-state energies (SSE) of
the constituent elements. Blue dashed lines indicate the water reduction (above) and oxidation

(below) potentials with respect to vacuum.

Only one oxygen containing compound survived the bandgap screening criterion: the val-
ues for metal oxyhalides are generally too large. For OyIz, the iodide forms the upper va-
lence band (low binding energy of I 5p), while for other halides it is the oxide (O 2p). How-
ever, the sensitivity of the oxide ion to its crystal environment is well documented,31,41 and
consequently its SSE carries the greatest uncertainty.33 This is one aspect where knowl-
edge of the local structure (electrostatic potential) could significantly improve the accu-
racy of the results.

We must connect composition to crystal structure in order to make more accurate prop-
erty predictions. Global optimisation of crystal structures from first-principles is a formidable
task; although, great progress is beingmade in this area.42We instead adopt an approach
based on analogy with known structures through chemical substitutions as developed by
Hautier et al.43 It employs data-mined probability functions, as implemented in the Ma-
terials Project.

Todemonstrate the translation fromcomposition tomaterial, wehave performed the crys-
tal structure mining for the four combinations with the lowest HHIR. The 88 predicted
structures were then subjected to a full DFT lattice optimisation procedure and ranked by
total internal energy. Finally, accurate bandgaps are predicted for the lowest energy struc-
tures using hybrid DFT (HSE06 electron exchange and correlation44,45). The compound
Sn5S4Cl2 has an indirect bandgap of 1.6 eV and a direct gap of 1.8 eV, which lies within the
target range. The bandgaps of the other three lowest energy compounds are calculated to
be between 3.0 and 3.4 eV. Full details of the workflow (Figure S1) and bandgaps (Table
S2) can be found in the supplementary information.
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The newly identified compound, Sn(II)5S4Cl2, adopts a structure formed of two distinct
Sn centred polyhedra: a distorted octahedron with equatorial S and apical Cl ions, and a
distorted tetrahedron with 4 S ions and a sterochemically active Sn lone pair (Figure S2).
The polyhedra form interlocking chains in three dimensions. The electronic density of
states reveals an upper valence band comprised of hybridised Sn s – Cl p orbitals; such
Sn s based valence bands are considered promising indicators for hole mobility.46 The
lower conduction band is comprised mainly of overlapping Sn p orbitals. The chemical
structure and bonding characteristics suggest that this material should have favourable
carrier transport, crucial for optoelectronic applications.

4.4.3.5 Crystal structure: perovskites

One of the most successful approaches to discover new materials is structural analogy.
The concept is to take a crystal structure with a known chemistry and to replace ele-
ments within the structure to tune the properties. In the most simple case, this involves
direct isovalent substitution, e.g. Zn(II)S −−→ Cd(II)S. Structural analogy can be ex-
tended to aliovalent cross-substitution (also termed cation mutation), e.g. Zn(II)S −−→
Cu(I)Ga(III)S2. A systematicmethodologywas outlinedmore than 40 years ago in a paper
by Pamplin for enumerating charge-neutral tetrahedral semiconductors.23

The challenge of going beyond tetrahedral semiconductors is predicting crystal structure.
The radius of ions within a lattice has a long history as a geometric descriptor of structural
stability, with a key example being the application of radius ratio rules by Goldschmidt47

to predict the propensity of an ABC3 combination to form the perovskite structure:

t =
rA + rC√
2(rB + rC)

(4.4)

where t is the tolerance factor and r is the ionic radius. Values of t > 1 imply a rela-
tively large A site favouring a hexagonal structure, 0.9 < t < 1 predicts a cubic structure,
whereas 0.7 < t < 0.9 means the A site is small, preferring an orthorhombic structure.
For t < 0.7 other (non-perovskite) structures are predicted. These rules have recently
been extended to describe structure-property relationships in hybrid organic-inorganic
perovskites.14,15

In this section, we apply our screening procedure to include knowledge of the crystal struc-
ture and estimate the size of the perovskite materials space. We start by enumerating the
elemental combinations. We then reduce the set by requiring an octahedral coordination
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environment for the B site — as contained in the Shannon dataset48 – and require a com-
bination of oxidation states that are charge neutral. This list is then assessed in terms of
t as defined by the Shannon ionic radii.48

We consider single-anion compositions based on C=[O,S,Se,F,Cl,Br,I]. The charge neu-
trality and octahedral B-site constraints reduce the 176,851 elemental combinations to
41,725. The tolerance factor constraint, 0.7 < t < 1.0, further reduces this to 26,567.
For potential applications in the energy sector, we can consider candidates with HHIR
smaller than that of CdTe (a commercial thin-film photovoltaic material) resulting in a
final population of 13,415.

Figure 4.4: Counting experiments with perovskites. (a) Combinations found at each stage of
the screening procedure. (b) Perovskite compounds with a HHIR lower than CdTe for each

anion. (c) The distribution of hexagonal, cubic and orthorhombic perovskite structures predicted
based on the Goldschmidt tolerance factor and Shannon radii of the ions. (d) ABC3 combinations
found in the Materials Project database, sorted into structure type based on spacegroup (here

orthorhombic and lower symmetry perovskites are grouped together).

For each anion, an orthorhombic perovskite structure is the most common prediction,
with hexagonal most rarely predicted (Figure 4.4). The fraction of cubic perovskite struc-
tures remains roughly constant within the respective halide and oxide/chalcogenide se-
ries; however, it ismore dominant for the halides. The presence of Br or Imakes amaterial
less sustainable (higher HHIR); otherwise, there is little to differentiate the anions.

There are farmore oxide and chalcogenide perovskites predicted than halides. The higher
anion charge allows for three distinct cation combinations (I-V, II-VI, III-III) in com-
parison to the (I-II) halides. In addition, a greater radius compatibility is found for the
group VI anions. We find that the number of plausible perovskite structures increases
with the anion radius; however, the lower crustal abundance for heavier elements reduces
the number that meet the sustainability criterion.

A search of theMaterials Project over the same anion space reveals 920materials, a small
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fraction of those predicted from smact (26,567). The search includes all standard per-
ovskite space groups.49 For oxide perovskites 8.26% of the number identified from smact

are found in the Materials Project, for sulfides this falls to 0.45 % and selenides to 0.12 %.
To some extent, the greater number of oxide perovskites discovered reflects the greater
research activity in this field; however, synthesis of chalogenide perovskites has been re-
ported50–52 and there is interest in these materials for technological applications.53,54 Of
the ABC3 materials reported in the Materials Project, 48 % of oxides, 35 % of sulfides and
20 % of selenides are in perovskite space groups.

Why are there so few chalcogenide perovskites? The tolerance factor arguments that work
well formetal oxidesmay not hold for chalcogenide perovskites. Oxygen formsmore ionic
compounds due to a higher electronegativity and lower polarisability than S, Se and Te.
When covalent bonding becomes prevalent it is known to result in deviations from toler-
ance factor behaviour. An example is the case of NaSbO3, where t=0.92 is commensurate
with cubic perovskite formation, but which forms the non-perovskite ilmenite structure.
Goodenough and Kafalas explained this deviation as a result of strong σ bonding between
Sb and O.55

This procedure demonstrates the power of searching through materials based on struc-
tural analogy. Only a small fraction of possible perovskite materials have been synthe-
sised. While some may not represent thermodynamic ground-states, they could be ac-
cessible through kinetic control of crystal growth or templated on a substrate. In partic-
ular, there are many interesting chalcogenide perovskites waiting to be discovered. The
final pool of 13,415 feasible compositions is within the grasp of explicit computation us-
ing quantum mechanical methods, albeit as part of an ambitious project. Indeed, high-
throughput screening of 5,400multi-anion cubic perovskite structures using density func-
tional theory has been reported,29,56 which itself revealed 32 promising newmaterials for
water splitting applications.

4.4.4 Conclusion

We have demonstrated the utility of chemical theory in quantifying the magnitude of the
compositional space for multi-component inorganic materials. Even after the applica-
tion of chemical filters, the space for four-component materials exceeds 1010 combina-
tions. We further estimate the five-component space to exceed 1013 combinations. There
are many applications where materials with even higher-order compositions have been
developed, e.g. in high-temperature superconductors where 6 – 7 component materials



4.4. PUBLICATION 1 97

are common. The number of potential materials is not infinite, but it is immense. The
scale of the combinatorial explosion emphasises the need for effective materials design
procedures that employ existing chemical and physical knowledge in a targeted manner.
Stochastic sampling of this chemical space is unlikely to be effective in yielding materials
with specific functionality. We have presented a procedure that employs simple descrip-
tors to support materials exploration, discovery and design.

4.4.5 Experimental procedures

4.4.5.1 Code implementation

The Python toolkit developed in this work, smact, is available online at https://github.

com/WMD-group/SMACT. It is free software made available under the Gnu Public License
(GPL) version 3.

All the element counts and plots presented in this paper were created with custom codes
based on smact and written in the Python 2.7 programming language. Elemental data
is collated from multiple sources (see Table 4.2), and made algorithmically accessible
in a unified object orientated interface. Example routines are provided which check
element/oxidation-state combinations against the conditions of charge-neutrality and
electronegativity.

Scripts which generate the results and plots reported in this paper aremade available with
the smact codes. A number of tutorials working through the combinatorial explosion are
provided at https://github.com/WMD-group/SMACT_practical.

The codes, collectively named Semiconducting Materials by Analogy and Chemical The-
ory, are inspired by the pen-and-paper procedure reported by B. R. Pamplin in 1964.23

Author contributions All authors contributed to the development of the smact pack-
age, while the primary coding was performed by KTB, AJJ and DWD. AW, DWD and KTB
wrote the first draft manuscript with input, discussion and analysis from all co-authors.
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Table 4.2: Data sources for smact. Where possible, values recommended by National Institute
of Standards and Technology (NIST) are used.

Data type Source
Abundance Estimated crustal abundance of elements from the CRC

Handbook of Physics and Chemistry57
Atomic mass NIST Standard Reference Database 144,58 where the relative

abundance of isotopes is unknown or a range of values is pro-
vided, a simple mean was taken

Covalent radius Scientific paper59
Electron affinity Scientific paper,60 no default value is used for elements

which lack electron affinity data
Eigenvalues Highest occupied p-state and s-state eigenvalues were tabu-

lated by Harrison61 from the approximate Hartree-Fock cal-
culations of Herman & Skillman62

HHI Elemental Herfindahl–Hirschman index calculated from ge-
ological and geopolitical data37

Ionisation potential NIST Atomic Spectra Database63
Pauling electronegativ-
ity

Updated values of electronegativity on Pauling’s scale were
compiled in the CRCHandbook.57 For elements 95 (Am) and
above, Pauling’s recommended value of 1.3 is employed.64
The value for Krypton (3.0) was derived from the bond en-
ergy of KrF2 and reported in a scientific paper65

SSE “Solid-state energy” model of semiconductors and di-
electrics33,34

SSE (Pauling) Extended solid-state energy estimates from correlation be-
tween known values and Pauling electronegativity34
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4.5 Remarks

By considering only non-zero oxidation states, the methodology outlined in this chapter
automatically anddeliberately ignores huge areas of chemical space such as intermetallics.
Even so, the approach clearly provides us with a large enough composition space to use
in a high-throughput screening process (see Figure 4.2). In addition to the conclusions
drawn in the publication, some further comments can be made. Firstly, the smact code is
able to enumerate the search space for a given set of elements – including the application
of the charge neutrality and electronegativity order rules – on a desktop computer, in
the times listed in Table 4.3. The quaternary space takes approximately 40 minutes to
compute and the quinternary space takes a markedly longer time (over a week).

Table 4.3: Performance of the smact code for enumerating the composition space with
stoichiometries v, w, x, y, z ≤ 8. The code was run on an Apple iMac with a 4 GHz Intel Core i7

processor.

Order Time
AvBw 0.1s
AvBwCx 9.9s
AvBwCxDy 41m 48s
AvBwCxDyEz 9d 9h 56m 12s

In earlier versions of smact, the same exercise took much longer, with the quaternary
count taking well over two weeks. The current speed is only achievable thanks to several
improvements made to the code:

1. The code makes use of the multiprocessing library in Python, which allows for ap-
proximately linear scaling and an n-fold speed up on an n-core workstation.

2. A caching system is implemented to avoid repeated, unnecessary file reads. Once the
data has been read the first time, it is stored and read frommemory. This is essential
as many millions of Species objects are constructed, each with certain attributes.

3. Before an enumeration run, a list of all the different oxidation state combinations
for the entire set of elements is constructed. These unique combinations are then
used as keys in a lookup table which contains the number of charge neutral combi-
nations that exist of that combination, for the stoichiometry limit in question. This
is much faster than calculating the number of combinations possible each time, for
each individual set of species.

One extra consideration is that, for a given element, the oxidation states deemed to be
“accessible” is open to some interpretation. The inclusion of different oxidation states
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will clearly impact on the compositions that are allowed (charge neutral) for a given set
of elements. The default list of oxidation states in smact was constructed by the code
authors and is designed to be as inclusive as possible of oxidation states that are stable
under standard conditions. Other sets of oxidation states available in the code include all
those which feature in the ICSD, as well only those that feature in the Pymatgen code, in
order to maximise compatibility.

Choosing which set of oxidation states to include is problem specific and not always easy.
As an example, it is widely accepted that in ionic compounds, K only exists as K+, and that
the only negative oxidation state of Cl is Cl– . However, under extreme pressures, this is
not the case, with phases such as K3Cl, KCl5 and KCl7 being found as stable.66 The topic of
accessible oxidation states was of sufficient interest to investigate further and in the next
chapter it is approached from a data-driven perspective.
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Chapter 5

Probabilistic Oxidation States
Model

5.1 Introduction

The method for building up a composition space described in the previous chapter relies
on combining species in charge neutral stoichiometries, where a species is an elementwith
an associated oxidation state. Intuitively, itmight be expected that some combinations are
not likely to coexist in the samematerial. For example, some transitionmetals might only
adopt high oxidation states in the presence of a sufficiently electronegative anion. There
may also be geometric constraints; given that only so many anions can be packed around
a certain cation in a crystal lattice, it may be that singly charged anions (e.g. halides) are
not present in sufficient quantity for the cation to access the highest oxidation states.

In this chapter, the aim is to construct a model that quantifies the probability of a given
combination of species, based on existing data. This model can then be used, along with
a probability threshold, to reduce the size of the composition space at low computational
cost. In order to assign oxidation states to elements in a large dataset of structures, we
carry out bond valence analysis, as described by Brese and O’Keeffe. 1 For each symmetry
inequivalent atom i we calculate the sum (BVsum) of all the values of bond valence BVij
between atom i and its surrounding atoms j (see Equations 5.6 and 5.7). A maximum a
posteriori (MAP)method is then used to predict the oxidation states at each site using the
values of BVsum. The posterior probabilities of oxidation states O are calculated as:

P (O|BVsum) = P (BVsum|O)P (O) (5.1)
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where P (BVsum|O) is a Gaussian with a mean µ and standard deviation σ determined by
analysis of the ICSD:

P (BVsum|O) =
1

σ
e−

(BVsum−µ)2

2σ2 (5.2)

and the prior distribution P (O) is simply the frequency of the species in the ICSD. The
oxidation states for each site in the structure are then ranked in order of probability and
the most likely combination of oxidation states that is charge neutral is selected. The
parameters µ, σ andP (O) are part of the implementation built into the Pymatgen package,
and the analysis of the ICSD to generate them was not repeated as part of this work.

While this method is robust in the majority of cases, it is possible that certain unusual
anion oxidation states could lead to incorrect cation assignments. An attempt to add oxi-
dation states to metal peroxide compounds present in the MP database led the algorithm
to conclude that it could not assign oxidation states in all cases. This is promising, show-
ing that oxygen was not being erroneously assigned a -2 charge which would cause incor-
rect oxidation states to be assigned to metals for charge balance. However, a more com-
plete investigation into the robustness of this algorithm towards other unconventional
chemistries will constitute important future work.

5.2 Statement of Authorship

The following paper entitledMaterials Discovery by Chemical Analogy: Role of Oxida-
tion States in Structure Prediction reports on original research I conducted during the
period of my Higher Degree by Research candidature.

Personal contributions: Formulation of ideas (80%): After the initial conception of
the idea of the study by Prof. Aron Walsh, I have made the majority of decisions relating
to the development of the project with guidance from Dr Keith Butler. Design of method-
ology (90%): I wrote all of the code enabling this study that has now been added to the
smact package. Experimental work (90%): I carried out the statistical analysis, includ-
ing building the probabilistic model, and all high-throughput DFT calculations. The DFT
total energies of all ICSD compounds according to the AFLOW-MLmodel were generated
and supplied by Dr Olexandr Isayev. Presentation of data in journal format (80%): The
first drafts of the manuscript were written by me, with input from Dr Keith Butler and
Prof. Aron Walsh at each stage of revision. The finalised manuscript was prepared by
Prof. Aron Walsh and me. I presented the work at the RSC Faraday Discussion entitled
Methods and applications of crystal structure prediction (Cambridge, July 2018).
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5.4 Publication 2

MaterialsDiscoverybyChemicalAnalogy: Role ofOxidationStates
in Structure Prediction

Daniel W. Davies,1 Keith T. Butler,1 Olexandr Isayev,2 Aron Walsh1,3,4

1. Centre for Sustainable Chemical Technologies and Department of Chemistry, Uni-
versity of Bath, Claverton Down, Bath BA2 7AY, UK

2. Laboratory of Molecular Modelling, Division of Chemical Biological and Medici-
nal Chemistry, UNC Eshelman School of Pharmacy, University of North Carolina,
Chapel Hill, North Carolina 27599, USA

3. Global E3 Institute and Department of Materials Science and Engineering, Yonsei
University, Seoul 120-749, Korea

4. Department of Materials, Imperial College London, Exhibition Road, London SW7
2AZ, UK

5.4.1 Abstract

The likelihood of an element to adopt a specific oxidation state in a solid, given a cer-
tain set of neighbours, might often be obvious to a trained chemist. However, encoding
this information for use in high-throughput searches presents a significant challenge. We
carry out a statistical analysis of the occurrence of oxidation states in 16,735 ordered, in-
organic compounds and show that a large number of cations are only likely to exhibit
certain oxidation states in combination with particular anions. We use this data to build
a model that ascribes probabilities to the formation of hypothetical compounds, given the
proposed oxidation states of its constituent species. The model is then used as part of
a high-throughput materials design process, which significantly narrows down the vast
compositional search space for new ternary metal halide compounds. Finally, we em-
ploy a machine learning analysis of existing compounds to suggest likely structures for a
small subset of the candidate compositions. We predict two new compounds, MnZnBr4
and YSnF7, that are thermodynamically stable according to density functional theory, as
well as four compounds, MnCdBr4, MnRu2Br8, ScZnF5 and ZnCoBr4, which lie within the
window of metastability.
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5.4.2 Introduction

The idea of ascribing an oxidation state to a metal can be traced back almost 200 years.2

As the phrase suggests, it was used to describe the amount of oxygen bound to an ele-
ment that is known to form multiple oxides. Since then, oxidation states have helped
in the formation of many fundamental chemistry concepts. For example, a plot of the
periodicity of accessible oxidation states (Figure 5.1) by Irving Langmuir was one of the
key pieces of evidence that led to the adoption of the octet rule around 100 years ago.3

The English term itself, “oxidation state” (or equally “oxidation number”), first came into
common use in the realm of electrochemistry in the 1930s,4 and in the 1940s it had gained
widespread use5 to replace the less-than-perfect system of appending -ous and -ic to the
lower and higher oxidation states of metals, respectively. Ferrous became Fe(II), ferric
became Fe(III), and transition metals with more than two oxidation states could now be
unambiguously described. The term has remained an indispensable heuristic tool in al-
most all sub-disciplines of the physical sciences. It is integral to the way in which chemists
think about the interaction of elements within molecules and solids.

Figure 5.1: Plot of accessible oxidation states reproduced from a 100 year old paper by Irving
Langmuir3 on the octet rule.

Linus Pauling first postulated that oxidation states could be determined by approximating
bonds as 100% ionic according to the electronegativities of the elements involved.6 This
simple approach did not initially gain acceptance as the use of Pauling’s electronegativity
scale7 resulted in some unusual assignments. Nevertheless, his approach is reflected in
the modern definition given by IUPAC: “An atom’s charge after ionic approximation of
its heteronuclear bonds”.8 In practice, knowledge of the chemical formula is sufficient to
assign formal oxidation states in many inorganic compounds; however, there are cases
were ambiguities exist (e.g. mixed-valence compounds, electrides, polyanions and poly-
cations). As highlighted in a recent essay by Karen, the “atom’s charge”, its “heteronuclear
bonds” and the “ionic approximation” are all terms that need clarification, and there are
choices to be made about how each is defined.9



110 CHAPTER 5. PROBABILISTIC OXIDATION STATES MODEL

The subtlety of assigning oxidation states is still the subject of many lively discussions in
both pedagogical and research contexts.10–14 For practical purposes, we emphasise the
insight of Jansen and Wedig, who point out that:

“It is a purely formal concept; nowhere within the definition is it claimed
that a particular oxidation state can be associated with a real charge. Nev-
ertheless, the term is certainly useful, since a specific oxidation state can be
correlated to real properties.” 15

It is this correlation to real properties that useful in a materials design context. Oxidation
states have had a role to play in materials design for many decades. In the 1950’s and
1960’s, Goodman and Pamplin were able to systematically and exhaustively design su-
perlattices of multicomponent compounds by substitution of the cations in simple binary
semiconductors, while ensuring the octet rule remains satisfied. 16,17 This cation substi-
tution (mutation) concept continues to inspire modern computational work on semicon-
ductor design.18,19

Knowledge of accessible oxidation states for each element is advantageous because we can
generate many stoichiometric combinations while ensuring that there is overall charge
neutrality. For example, the formal oxidation states q of any ternary combination AxByCz

must sum to zero:
xqA + yqB + zqC = 0. (5.3)

We have previously demonstrated that many chemically plausible formulas can be gen-
erated in this way.20 For example, if the stoichiometry values (x, y and z in the above
equation) are limited to integers ≤ 8, the search space for ternary combinations exceeds
1 × 108, and for quaternary combinations it is over 2 × 1011. The resulting formulas can
be fed into a high-throughput screening workflow that uses machine learning structure
prediction models to screen for new functional materials.21

In this study, we first carry out a statistical analysis on the occurrence of oxidation states
in 16,735 stoichiometric, inorganic compounds in order to highlight trends and show that
many elements only exhibit certain oxidation states in the presence of particular elements.
We then go on to construct a screeningmodel based on this data and apply it to the search
space for ternary transition metal halides. The model we propose can be used as a gen-
eral chemical filter when dealing with large composition search spaces, in order to remove
those combinations of elements that are unlikely to form stable compounds. For exam-
ple, we find that many transition metals are only likely to adopt their highest accessible
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oxidation states in the presence of sufficiently electronegative anions.

5.4.3 Results

5.4.3.1 Data curation

We focus on the variation of oxidation states of metals in the presence of common anions.
The anions we include are the first four group VI and VII elements in their most common
oxidation states, i.e.: O2– , S2– , Se2– , Te2– , F– , Cl– , Br– , I– . These provide a reasonable
range of electronegativities (Table 5.1) and as such we do not include group V anions. This
also allows us to avoid the metalloids As and Sb. The compounds included in the dataset
originate from the Inorganic Crystal Structure Database (ICSD) and are downloaded from
theMaterials Project (MP)22 using their API.23 Full details of how the dataset was refined
can be found in the Methods section. In broad terms, all the compounds meet the follow-
ing criteria (total number of compounds remaining in the dataset shown in brackets):

1. Feature in both the ICSD and MP databases (34,913)

2. Calculated to be less than 100 meV/atom above the thermodynamic convex hull by
the MP (30,781)

3. Oxidation states of all elements can be determined automatically using a bond va-
lence analysis algorithm* (24,376)

4. Contain at least one anion (as defined above) and at least one metal (16,735)

Figure 5.2 shows the resulting metals that are included after this refinement has been
applied. In total, 16,735 different compounds are included.

5.4.3.2 Occurrence of oxidation states

In the first instance, we examine the occurrence of metal oxidation states as a function of
the most electronegative anion present in each compound (see Table 5.1). In each case,
we normalise by the total number of compounds containing a given species (metal in a
given oxidation state), i.e., we look at how the total number of instances of each species

*This rules out those elements that were not included in the original studywhich proposed the algorithm 24

as well as intermetallic compounds.
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Figure 5.2: Periodic table illustrating the metals included in our statistical analysis (green) and
the anions considered (purple).

Table 5.1: Anion electronegativities (χ) and number of compounds in which each anion is the
most electronegative element.

Anion χ Occurrence
F 3.98 1,759
O 3.44 10,546
Cl 3.16 924
Br 2.96 444
I 2.66 499
S 2.58 1,489
Se 2.55 759
Te 2.10 320

is distributed across the compounds. This is given by the ratio NSX
NS

, where NSX is the
number of compounds containing the species S where the most electronegative anion is
X, and NS is the total number of compounds containing the species S. These values are
shown graphically for all species in the Supplementary Information.
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Transitionmetals have the largest number of accessible oxidation states. Figure 5.3 shows
the distribution of some first-row d-block species. Each of these exhibits the same general
trend: The likelihood of finding a metal in a higher oxidation state increases when a more
electronegative anion is present in the compound (increase in the relative heights of red
bars in Figure 5.3). Meanwhile,metals aremore likely to exhibit low oxidation stateswhen
the most electronegative anion present is of low electronegativity. More specific trends
can also be extracted. For example, the higher oxidation states of Mn (Mn5+ – Mn7+) are
exclusively exhibited in oxides. This is also the case for Cr6+, while Cr5+ is limited to oxides
and fluorides.

For higher oxidation states, the likelihood of finding the metal with an anion of moderate
electronegativity, such as Cl– , Br– and I– , often goes to zero before the likelihood of
finding it with an anion of low electronegativity, such as S2– , Se2– , and Te2– . This is a
trend that may not necessarily be expected, for example, going from V2+ to V4+. It is also
important to mention at this stage that oxides nearly always dominate each distribution
as 10,546 of the 16,735 compounds contain oxygen. This point is addressed later when
using the data predictively, in order to minimise bias.

Figure 5.4 shows a similar trend in the distribution of some second-row d-block species.
Again, compounds containing lower electronegativity anions, in the absence of any higher
electronegativity anions, are more likely to contain lower oxidation state metal species.
For the highest oxidation states of Ru (Ru5+ and Ru6+), the presence of F– or O2– is
required.

The distribution of oxidation states is more even across moderate and low electronegativ-
ity anions for second-row transition metals compared to the first row. This is consistent
with established principles of chemical hardness,† as applied to inorganic compounds by
Pearson.26 The order of chemical hardness for the halides is F− > Cl− > Br− > I− and,
in general, the halide anions are harder than the chalcogenide anions, which is consistent
with the electronegativity ordering in Table 5.1. For cations, hardness increases with in-
creasing charge. The species in the second row have consistently lower chemical hardness
than the corresponding species above in the periodic table with the same oxidation state,
so it should be expected that they form more compounds with softer halides.

†Chemical hardness is estimated by I−A
2

where I is the ionisation potential and A the electron affinity.
This represents half the energy gap between the highest occupied orbital and lowest unoccupied orbital. Abso-
lute electronegativity, 25 distinct from Pauling’s definition, 7 is defined as− I+A

2
and represents the midpoint

between the two orbitals.
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Figure 5.3: Distribution of oxidation states in known inorganic crystals containing some first
row transition-metal species. The color scale represents the electronegativity of the most

electronegative anion present in the compound from dark red (F, most electronegative) to dark
green (Te, least electronegative).
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Figure 5.4: Distribution of oxidation states in known inorganic crystals containing some
second-row transition-metal species. The color scale represents the electronegativity of the most
electronegative anion present in the compound from dark red (F, most electronegative) to dark

green (Te, least electronegative).
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For p-block metals, the trends are less pronounced. As shown in Figure 5.5, F– and
O2– containing compounds are likely to exhibit the higher oxidation states of the met-
als. Moving from low to high oxidation states, there is less of a reduction in the fraction of
compounds containing lower electronegativity anions compared with the transitionmetal
compounds discussed so far. The reduction in the fraction of compounds containingmod-
erate electronegativity anions is more pronounced for these metals. The general observa-
tion from this data that the oxidation states of these metals are more weakly correlated to
the electronegativity of the counter-ions than transition metals, is expected based on the
fact that transition metals have multiple, readily accessible oxidation states by virtue of
their partially occupied d-bands. This is not the case for p-block metals, for which adding
or removing electrons results in more significant energy differences.

The third row transitionmetals and lanthanide series display similar trends to the first and
second row transition metal series (see Supplementary Information). For completeness,
we note that the alkali and alkali-earth metals only exhibit +1 and +2 oxidation states,
respectively, for the vast majority of compounds. Similarly, Sc, Y, Zn and Cd are usually
not strictly classified as transitionmetals as there is a strong energetic preference for them
to adopt the oxidation states that lead to empty (Sc3+, Y3+) or filled (Zn2+, Cd2+) valence
d-orbitals, not partially filled as the definition dictates. We also note that later d-block
metals (Ni, Cu, Pd, Ag) do not exhibit trends as clear as those for the rest of the d-block.
This is due to similar effects as above, whereby particular closed (or pseudo-closed) shell
configurations are favourable, for example, the d8 electronic configuration of Ni2+ and
Pd2+.

The abundance or scarcity of particular species–anion pairings in this dataset may not
always reflect what is chemically accessible. Even assuming that the dataset is sufficiently
diverse, heightened interest in particular compounds or compound classes can result in
their over-representation, which is a general problem in data mining. Nevertheless, we
have shown analysis of the dataset both recovers established chemical concepts and pro-
vides new insights. We now go on to develop a simple model that can be universally ap-
plied based on the dataset as a whole.

5.4.3.3 Probabilistic model of species combinations

There are more compounds where O is the most electronegative anion present than any
other anion as shown in Table 5.1. To use the information from our analysis, we must
ensure that the occurrence of each anion does not bias the results. To this end, we define
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Figure 5.5: Distribution of oxidation states in known inorganic crystals containing some
p-block species. The color scale represents the electronegativity of the most electronegative

anion present in the compound from dark red (F, most electronegative) to dark green (Te, least
electronegative).
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the probability that a species is present with a given anion as:

PSA =
NSX

NMX
(5.4)

where NMX is the total number of compounds containing the metal element where X is
the most electronegative anion.

We use this formula to construct a lookup table of 1,320 species–anion pair probabilities
(PSA). The table contains 411 probabilities that equal 0, and 195 probabilities that equal
1. The former represent all the pairings that do not occur within the dataset and the lat-
ter represent pairings whereby for a given anion, the metal only exhibits one particular
oxidation state. The PSA values are also presented graphically in the Supplementary In-
formation. We note that this still does not mitigate against limitations that are intrinsic to
the dataset. For example, there are over 100 distinct CdI2 crystal structures in the dataset
(owing to the large number of distinct polymorphs) giving rise to an anomalously high
probability for the Cd2+–I– pairing.

An overall compound probability can be calculated as the product of the individual PSA

values. For example, for a ternary metal halide AaBbXx, the compound probability is
calculated as:

PAaBbXx = PAXPBX =
NAX

NMAX
× NBX

NMBX
(5.5)

whereMA andMB are themetal elements corresponding to speciesA andB. Stoichiome-
tries are not factored in to the probability calculation, such that PAaBbXx = PABX . This
ensures that compounds featuring elements that all have only one oxidation state are as-
signed a probability of 1.0. For example, Ca2+ andAl3+ are the only species in the database
of Ca and Al, hence PCaAl2O4 = 1.0. The number of compounds in the dataset that have
compound probabilities above a given threshold, t, is shown in Figure 5.6. The number
decreases steadily and linearly, before dropping offmore rapidly as the threshold becomes
more strict.

5.4.3.4 High-throughput compound design

We now use these compound probabilities to inform a high-throughput design workflow.
Specifically, we explore the compositional landscape for ternary transition metal halide
compounds. An overview of the workflow is shown in Figure 5.7. The smact code20 is
used to generate 54,484AaBbXx compositions. Of these only 4,276 are in known chemical
systems (A-B-X) within the MP database. The compositions are assigned probabilities as
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Figure 5.6: Total number of allowed compounds from the entire dataset (green triangles) and
of allowed compositions for ternary metal halides only generated by smact (red crosses) as a

function of compound probability threshold, t. Dotted vertical lines represent cut-offs that return
99%, 95% and 90% of the original dataset.

per Equation 5.5, and only 18,164 are non-zero, which represents an immediate three-fold
reduction in the search space.

The number of compositions produced by smact that pass through this probability filter
as the threshold, t, is increased from zero is also shown in Figure 5.6. Many compositions
have low probabilities, hence, contrary to the scenario for the compound dataset, the to-
tal number drops off rapidly as the threshold increases. This separation between the two
curves would, in principle, allow for a threshold to be chosen that eliminates many sug-
gested structures but is still inclusive of the majority of the structures in the dataset. For
example, choosing a threshold that includes 90% of the structures in the dataset results
in a further three-fold reduction of the search-space to < 6,000 compositions.

If we set a probability threshold of t = 1, there are 346 compositions that pass through
the filter and this equates to 88 distinct sets of three species. In order to demonstrate
the rest of our workflow, we take 10 of these sets (Table 5.2) to the next step, which is to
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Figure 5.7: Data-driven design workflow used to generate new stable compounds. PABX is the
compound probability from oxidation states analysis, which must be greater than the threshold,
t. The structure prediction procedure has a separate threshold, σ. The structure with the highest
σ is placed onto a phase diagram constructed using compounds from the MP database, and

corresponding energies from the AFLOW-ML approach. Density function theory (DFT) is used
to calculate the total energies of competing phases in order to determine the energy above the

convex hull, Ehull, of the new compound.
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assign them to likely crystal structures (first yellow box in Figure 5.7). For this, we adopt
the structure substitution algorithm developed byHautier et al.27 Thismethod also uses a
statistical model and relies on a database of known compounds including oxidation state
information: A combination of species is substituted onto lattice sites in known structures
from the dataset of knownmaterials. Each species substitution is associatedwith a certain
probability, which comes from amodel trained on the compounds that already exist in the
ICSD. If the overall probability for a given set of substitutions is above a certain threshold,
σ, it is added to a list of possible structures. This substitution process is performed, for
each set of species, on each known crystal structure in the MP database. The structure
with the highest overall probability for each of the set of 10 species is taken forward to the
next stage of the workflow (second and third green diamonds in Figure 5.7). These are
listed in Table 5.2 along with their parent compounds.

Table 5.2: Energy above the convex hull (Ehull) of proposed compounds along with the
chemical formula of the parent compound found by the structure predictor algorithm for each

composition.

Species set Formula Parent formula Ehull (meV/atom)
Co2+ Ru3+ Br– CoRu2Br8 TiAl2Cl8 287
Mn2+ Cd2+ Br– MnCdBr4 CdCuF4 99.5
Mn2+ Co2+ Br– MnCoBr4 CdCuF4 130
Mn2+ Ru3+ Br– MnRu2Br8 TiAl2Br8 73.2
Mn2+ Zn2+ Br– MnZnBr4 GaCuI4 0
Sc3+ Zn2+ F– ScZnF5 MnCdF5 48.3
Y3+ Co2+ I– Y2CoI8 TiAl2Br8 181
Y3+ Zr4+ F– YZrF7 YSnF7 0
Zn2+ Cd2+ Cl– ZnCd2Cl6 ZnPb2F6 132
Zn2+ Co2+ Br– ZnCoBr4 CdCuF4 40.4

Each structure is placed on aphase diagram inorder to determine likely competing phases,
which requires total energies as calculated using DFT. The key quantity of interest is the
energy above the convex hull (Ehull) that is formed by drawing straight lines between ther-
modynamically stable phases. It was recently estimated by Sun et al. that around half of
all known inorganic materials are metastable,28 so to focus solely on thermodynamically
stable compounds would be to potentially overlook kinetically stabilised, usefulmaterials.
The likelihood of existence drops off exponentially as Ehull increases. The rate of decay
depends on the chemistry of the system and we use 100 meV/atom as a guiding principle
for themaximumEhull. The set of competing phases on which DFT calculations were per-
formed was determined using a trained machine learning model (AFLOW-ML) in which
structures are represented as property labelled fragments.29

This stage reveals a key advantage of pursuing only those compositions with higher prob-
abilities based on the oxidation states analysis: the parent binary compounds are well de-
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Figure 5.8: Ternary phase diagrams of the hypothetical compositions a) MnZnBr4, b)
MnRuBr6 and c) ScMnI7. Stable phases (green circles) are connected to form the convex and

unstable or proposed phases (orange crosses) sit above the convex hull.

fined. Competing binary compounds exhibiting themetals in the same oxidation states as
in the ternary (ormulternary) compound aremore likely to be known and amenable to to-
tal energy calculations to determine phase stability. Arbitrary combinations of species can
result in stoichiometries that require energies of competitive gas or liquid phases which
are subject to larger errors inDFT simulations. Figure 5.8 illustrates this pointwith a com-
parison between the phase diagram of three proposed ternary compositions. MnZnBr4
has a probability of 1.0 as both MnBr2 and ZnBr2 are known and these decomposition
products do not require a change of oxidation state of either metal. The ternary, therefore
sits on the tie-line between the two binaries. The proposed compositions MnRuBr6 and
ScMnI7, however, both have probabilities of zero, as in each case one or more species–
anion pair is not known to occur. These compositions sit in an equilibrium triangle as
opposed to on a tie line, and the stability of the proposed compounds now depend on the
chemical potential of the anion.

Final Ehull values are shown in Table 5.2. Two of the new compounds, MnZnBr4 and
YZrF7, are predicted to be thermodynamically stable with respect to competing phases. Of
the remaining eight compounds, four sit within the metastability window of 0 < Ehull <

100meV/atom,while four are unlikely to formstable compounds. The crystal structures of
the two compounds identified as stable are shown in Figure 5.9. By comparison with pre-
vious work where similar a workflow was employed,21 this result provisionally indicates
that the additional step of considering compound probabilities based on our oxidation
states analysis increases the chance of identifying stable compounds.

Themain limitation of the procedure outlined here is that it is based on analysis of known
materials with extrapolation to new systems. This assumes that the range of structure
types and chemistries found in current materials databases provide a complete basis for
materials design. While this is a reasonable starting point, advances inmaterials synthesis



5.4. PUBLICATION 2 123

- for example in the area of hybrid organic-inorganic solids - will require adaptations and
the development of alternative approaches. We have noted that there are many instances
were oxidation states themselves become ill-defined, which often is associated with inter-
esting and important physical behaviour (e.g. superconductivity). Before tackling such
challenge cases, we have highlighted20 that a vast amount of “conventional” materials
space remains unexplored.

Figure 5.9: Two new stable ternary metal halides predicted using this workflow. a) YZrF7
consists of vertex sharing irregular polyhedra of YF8 (red) and octahedra of ZrF6 (green). b)
MnZnBr4 consists of vertex sharing ZnBr4 (orange) and MnBr4 (purple) with both metals in a

tetrahedral coordination environment.

5.4.4 Conclusion

We have performed a statistical analysis of the occurrence of oxidation states in 16,735
inorganic compounds and shown that qualitative trends in keeping with chemical intu-
ition can be extracted from the data. Many of the highest oxidation states of transition
metals are only observed in the presence of the most electronegative anions, O– and F– ,
whilst an absence of these anions are required for many of the lower oxidation states of
transition metals. We go on to use the data to construct a model that is applied to in-
form a high-throughput search for new stable ternary halide materials. The application
of the model results in an immediate three-fold reduction in the search space of 54,484
compositions. The search space is reduced to those compositions which aremore likely to
have known chemically similar compounds as competing phases, such as binary halides,
thereby increasing the confidence we have in their calculated stability. Our workflow is
able to identify two new stable compounds, YZrF7 andMnZnBr4, usingmodest computing
resources.
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5.4.5 Methods

5.4.5.1 Dataset

The MP API23 is used to download the structures of all the compounds that are associ-
ated with at least one ICSD entry and with a calculated energy above the hull of < 100

meV/atom. An attempt is made to add oxidation states to all species in each structure us-
ing the pymatgen30 bond_valencemodule (See oxidation state assignment subsection for
details). Those compounds for which oxidation states cannot be assigned are discarded.
Finally, the dataset is limited to compounds that feature at least one metal element and
one of the anions of interest, i.e. [O2– , S2– , Se2– , Te2– , F– , Cl– , Br– , I– ].

5.4.5.2 Oxidation state assignment

In order to assign integer numbers of electrons to atoms, the bond order must be deter-
mined. This task easily carried out for molecules but not for extended solids. The bond
valence (BV) is a quantity similar to bond order that is used instead and, for atoms i and
j, is calculated by

BVij = exp(
R0

ij − dij

B
) (5.6)

where d is the distance between the atoms and B is a parameter usually fixed to 0.37.
R0 is the single bond length between the two atoms, although in practice it is a function
of the coordination number and oxidation state of the approximated cation for a given
approximated anion and is fitted to a set of structures. In the general implementation by
Brese and O’Keeffe1 it is calculated as

Rij = ri + rj −
rirj(

√
ci −

√
cj)

2

ciri + cjrj
(5.7)

where r and c are parameters related to the size and electronegativity of the atoms, re-
spectively.

Weuse themaximumaposteriori (MAP) estimationmethod to determine oxidation states
using the BV approach, as implemented within the pymatgen code30 with a maximum
nearest-neighbour radius of 4 Å.
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5.4.5.3 Compound design

Using as input themetal species forwhichwehavePSA values, we use the smactpackage20

to generate all charge neutral AaBbXx compositions where A and B are d-block metals,
X is one of the first four halides, and the stoichiometries a, b, x are integers ≤ 8. For
structure prediction, we use the structure substitution algorithm developed by Hautier et
al.,27 as implemented in the Pymatgen framework30 with a probability threshold, σ, of
0.00001. The structure with the highest probability that does not contain more than 40
atoms/unit cell is selected as the candidate compound for a given set of species.

5.4.5.4 Total energy calculations

For calculating Ehull, first-principles calculations are carried out using Kohn-Sham DFT
with a projector-augmented plane wave basis31 as implemented in the Vienna Ab-initio
Simulation Package (VASP).32,33 We use the PBEsol exchange-correlation functional34

and a k-point grid is generated for each calculation with a density of 120 Å3 in the re-
ciprocal lattice. The kinetic-energy cut-off is set at 600 eV and the forces on each atom
minimised to below 0.005 eVÅ−1.

We note that no Hubbard +U parameters have been used in the calculations to correct
for the self-interaction error present in the generalised gradient approximation (GGA)
for some transition metals.35,36 The use of GGA+U has been shown the improve stability
estimates of ternary oxides,37 however, in the absence of any reliable U parameters fitted
to metal halides, we use GGA for all calculations for consistency.

5.4.6 Data access statement

The smactpackage canbe accessed from https://github.com/WMD-group/SMACT. Screen-
ing results from these calculationsmay be reproduced using the Python code available on-
line from https://github.com/WMD-group/SMACT/tree/master/examples. Optimised
structures are available on-line from https://github.com/WMD-group/Crystal_structures/

tree/master/TM_halides. All other data may be obtained from the authors on request.

https://github.com/WMD-group/SMACT
https://github.com/WMD-group/SMACT/tree/master/examples
https://github.com/WMD-group/Crystal_structures/tree/master/TM_halides
https://github.com/WMD-group/Crystal_structures/tree/master/TM_halides
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5.5 Remarks

The final model used to calculate compound probabilities is very simple; a product of
individual PSA values is used and stoichiometry is ignored. It is likely that a more sophis-
ticatedmodel would givemore accurate results. For example, amodel similar to that used
byHautier et al.,27 where parameters are introduced tomaximise the likelihood of the ob-
served data, could be used. In such a case, the observed data would be the distribution of
oxidation states in the ICSD. However, themodel presented here is very easily interpreted
and still performs well as a composition-based screening step, as evidenced by Figure 5.6.
The interpretability of the model is a positive point; as the popularity of using complex
ML models in chemistry increases, there is some concern that many of them operate as a
“black box” and it is therefore hard to extract physical meaning from them.

For this study, a small set of compounds (Table 5.2) suggested by the model was taken
forward to calculate stabilities. Of these, two are predicted to be thermodynamically stable
and four are < 100 meV/atom above the convex hull. Now that this model is written into
the smact code, some important future work will be to ascertain how this result compares
to a similar search where the oxidation states model is not used. Similarly, it would be
interesting to see whether stable compounds can be identified for species combinations
that are predicted to be highly unlikely by the model.

This article was prepared as a Royal Society of Chemistry Faraday Discussion paper. The
unique format of the Faraday Discussions involves a short (5 min) presentation of the ar-
ticle followed by a long (25 min) discussion session, which is minuted and later published
alongside the article. The discussion of this article (yet to be published) raised some ad-
ditional interesting points.

Firstly, it was pointed out that one of the compounds found to be stable, YZrF7, has been
previously reported and adopts the same crystal structure.38 In one sense, this is a pos-
itive point because the structure was not in the database used build the model, and was
subsequently correctly identified by the workflow. It also highlights that it is important
to thoroughly check different databases before reporting a compound as “new”.

Another important point, linked to the simplistic nature of the model, is that using the
product of probabilities (e.g. PCaAl2O4 = PCaOPAlO) only strictly makes sense if the prob-
abilities in question are independent. Indeed, this highlights an intrinsic assumption in
the approach, and it is possible that by incorporating other correlations between metal
species a more sophisticated model could be built. Another avenue for future work will
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be to see if the incorporation of this kind of information can reduce the number of false
negative results.

Finally, the use of 100 meV/atom as a limit for the value of Ehull should be mentioned, as
the concept of metastability complicates the prediction of new structures. As yet, there is
no clear way to determine whether a compound is close enough to the convex hull to be
feasibly synthesised. What is known is that the likelihood of a compound being feasible
drops off exponentially as Ehull increases. Sun et al. have shown that, based on the avail-
able data, the feasibility limit varies by the chemistry of the system.28 For chlorides and
iodides, there are very few compounds above 50 meV/atom and 25 meV/atom respec-
tively, while fluoride compounds with Ehull values of 100 meV/atom are known. Some
recent work that involves using energies of amorphous states,39 is one example of stud-
ies that are beginning to define the upper limit of metastability more clearly. The role
that metastability plays in realising new compounds will most likely be an active area of
research for many years to come. One important factor that should also be considered is
dynamic stability and this is included in the formof additional DFT calculations in thema-
terials design workflow in the next chapter. The compound probabilities from this model
are not used in the next chapter, but are employed in a separate search in Chapter 7.
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Chapter 6

Design of Metal Chalcohalide
Photoelectrodes

6.1 Introduction

We now have a method for generating a search space of inorganic compositions as well
as various tools that can be used to screen through the search space. In this chapter, an
example of applying these tools to the ternary chaclohalide space is presented. The work
follows on directly from the chalcohalide example introduced briefly in Chapter 4. The
SSE scale, HHIR and structure substitution algorithm are all used.

We also compare the total energies of the structures found by the substitution algorithm
to those identified when a global search is carried out using the evolutionary algorithm in
the USPEX code.1 The objective of the evolutionary algorithm is to find the globalminimum
of the energy landscape, using an initial set of candidate structures that evolve to produce
more promising (lower energy) structures. This is analogous to the Darwinian survival of
the fittest concept from evolutionary biology. For inorganic compounds, the USPEX code
uses four variation operators to produce child structures:

1. Heredity: Planar slabs are cut from two parent structures, then combined.

2. Lattice mutation: Random deformations are applied to the unit cell.

3. Permutation: Atoms of different elements are swapped.

4. Soft mutation: Atoms are moved along the softest mode eigenvector (requires cal-
culation of the dynamical matrix).
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A mixture of these techniques is used in a standard search and the other main variables
that need to be set are the number of atoms (number of formula units) and the number
of evolutions, which are both limited practically by computational resources. In addi-
tion, the USPEX code performs DFT local optimisations for each new child structure, as
described in Chapter 2. A global search such as this is never guaranteed to find the lowest
energy structure for a given conformation. However, it constitutes a much more thor-
ough configurational search than the structure substitution algorithm and is capable of
finding novel structure types, whereas the substitution algorithm is not. The low energy
structures identified by USPEX are subject to finite displacement calculations to ensure
that they are true local minima (and not saddle points) on the potential energy surface.

While a bandgap of appropriate energy is the key criteria for any solar device, there are
numerous other important properties that can be calculated from first principles.2 Fur-
ther calculations are therefore carried out on leading candidates to investigate optoelec-
tronic properties in more detail including carrier effective masses from electronic band
structures, simulated absorption spectra via dielectric properties and absolute electron
energies from slab calculations. Absolute electron energies are crucial for the applica-
tion of photoelectrochemical water splitting as the VBM and CBMmust bridge the water
oxidation and reduction potentials in order to drive the O2 and H2 evolution reactions.

6.2 Statement of Authorship

The following paper entitled Computer-aidedDesign ofMetal Chalcohalide Semiconduc-
tors: From Chemical Composition to Crystal Structure reports on original research I
conducted during the period of my Higher Degree by Research candidature.

Personal contributions: Formulation of ideas (70%): I have been heavily involved
with all decisive stages of development of the project with guidance from Dr Keith Butler
on the initial screening procedure and Dr Jonathan Skelton on the dynamic stability and
simulated absorption spectra. Design of methodology (70%): The SMACT code that was
written previously was used to carry out initial screening. I set up the high-throughput
DFT workflow used to assess thermodynamic stability. Experimental work (80%): I
carried out the initial screening based on compositional descriptors, structure prediction
using the substitution algorithmand the high throughputDFT calculations to getEhull val-
ues. Congwei Xie carried out the global structure searches using USPEX under the super-
vision of Prof. Artem Oganov. I carried out phonon calculations, investigating imaginary
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phonon modes using the ModeMap code supplied by Dr Jonathan Skelton, and performed
the DFT and hybrid DFT calculations to obtain bandgaps, carrier effective masses, and
electron energies. Presentation of data in journal format (80%): The first drafts of the
manuscript were written by me, with input from Dr Keith Butler and Prof. AronWalsh at
each stage of revision. The finalised manuscript was prepared by Prof. Aron Walsh and
me, with input from all co-authors.

6.3 Access statement

Reprinted with permission from D. W. Davies et al., Chem. Sci., 2018, 9, 1022-1030.
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2AZ, UK

6.4.1 Abstract

The standard paradigm in computational materials science is INPUT: Structure; OUT-
PUT: Properties, which has yielded many successes but is ill-suited for exploring large
areas of chemical and configurational hyperspace. We report a high-throughput screen-
ing procedure that uses compositional descriptors to search for new photoactive semicon-
ducting compounds. We show how feeding high-ranking element combinations to struc-
ture prediction algorithms can constitute a pragmatic computer-aided materials design
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approach. Techniques based on structural analogy (data mining of known lattice types)
and global searches (direct optimisation using evolutionary algorithms) are combined for
translating between chemical composition and crystal structure. The properties of four
novel chalcohalides (Sn5S4Cl2, Sn4SF6, Cd5S4Cl2 and Cd4SF6) are predicted, of which two
are calculated to have bandgaps in the visible range of the electromagnetic spectrum.

6.4.2 Introduction

The past decade has seen the emergence of many databases for computedmaterials prop-
erties from quantum mechanical calculations.3–9 This has made it possible to virtually
screen through enormous amounts of data in the search for promising materials for en-
ergy applications such as photovoltaics,10–12 solar fuels,13–17 and thermoelectrics.18–20

Furthermore, these databases are facilitating the move towards more predictive materi-
als design using data-mining, machine learning, and other statistical techniques to reveal
hitherto undiscovered trends and rules.21–31 In order to search for Earth-abundant mate-
rials for energy applications, it is important to move beyond known materials and extend
screening criteria to new compositions and structures.

There are vast areas of unexplored chemical space for inorganic compounds.32 Such a
space is intractable to high-throughput first-principles computation, even with tremen-
dous advances in computing power and algorithms. As such, a different approach is re-
quired to efficiently explore the search space – one that is less computationally demanding
overall, but sufficiently accurate.

One modern tool that is providing impressive leaps forward in this area is machine learn-
ing (ML), a subfield of artificial intelligence that involves statistical algorithmswhose per-
formance improves with experience. A growing infrastructure of ML tools has enabled its
application to complex problems in many areas of chemistry and materials science.8,22,23

This includes the development of models that relate system descriptors to desirable prop-
erties in order to reveal structure-property relationships,33 the prediction of the likelihood
of a composition to adopt a given crystal structure,34 and the use of quantum-mechanics
results as training data to extrapolate and discover newmaterials at a fraction of the com-
putational cost.31,35

Another approach is to apply a hierarchy of screening steps, based on pre-existing meth-
ods, whereby the fact that accuracy is low in initial steps is counteracted by the idea that
as the size of the search space that can be screened is so large, the chance of finding a
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promising material at the end of the process remains high. Here we present one such
workflow incorporating simple chemical descriptors, data mining from public databases,
density functional theory (DFT) calculations and global structure searching algorithms
(Figure 6.1) to translate from a compositional search space to compounds predicted to
have target properties by quantum-mechanical calculations.

Figure 6.1: Computer-aided-design workflow used for exploring novel photoactive
semiconductors. SMACT refers to our screening package, SSE refers to the solid-state energy scale,
HHIR refers to the Herfindahl-Hirschman Index for sustainability, while DFT refers to density

functional theory.

We employ a multi-stage screening approach in a search for new photoactive semicon-
ductors. While metal oxides combine many attractive properties for energy materials
(e.g. chemical stability and low cost), they usually have bandgaps too large to absorb a
significant fraction of sunlight. The formation of multi-anion compounds offers a route
to modifying the electronic structure, so we consider all ternary metal chalcohalides, (i.e.,
AxByCz with B = [O,S,Se,Te] and C = [F,Cl,Br,I]). As a target application, we search for
materials for solar fuel generation, specifically for photoelectrochemical water splitting,
where a set of well-defined screening criteria enables us to quickly narrowdown the search
space. Our searchingmethodology is built on already established and freely available ma-
terials design tools (SMACT, Pymatgen and USPEX) and can be adapted to search for different
classes of materials, in a wide range of contexts of technological interest.
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6.4.3 Results

6.4.3.1 AxByCz compositional screening

There exist various compositional descriptors that enable the low-cost filtering of chem-
ical space. One such tool is the solid-state energy (SSE) scale,36 which can be used to
estimate the positions of the valence band maxima (VBM) and conduction band minima
(CBM) of a semiconductor with respect to the vacuum level using solely the identity of the
constituent ions. We employ the SSE scale to carry out our compositional screening (see
Computational Methods section for details).

First, the smact code32 is used to narrow down the ternary compound search space of
roughly 32 million compositions to the chalcohalide search space of 161,000 composi-
tions. The SSE scale is then used to screen for suitable bandgaps and band-edge positions.
The A cations are restricted to those with a SSE higher than the water reduction poten-
tial (approximately 4.5 V in relation to the vacuum at pH = 0) and the bandgap window
was set to 1.5 – 2.5 eV. The latter criterion is set to a value range higher than the free en-
ergy for water dissociation (1.2 eV), in order to compensate for the combination of loss
mechanisms found in practical devices that mean a bandgap as large as 2.2 eV could be
required.37,38 This results in in 7,676 candidate AxByCz compositions with unique x, y, z
stoichiometries.

Next, we sort the candidates by the sustainability of their constituent elements based on
the Herfindahl–Hirschman Index for elemental reserves (HHIR).39 The HHIR includes
factors such as geopolitical influence over materials supply and price, and for a given
composition can be obtained as the weighted average over the constituent elements. At
this stage, because stoichiometry is variable, we consider the mean value for each AxByCz

chemical system. The six most sustainable chemical systems according to this scale are
SnxSyXz, CdxSyXz and TixSyXz, where X = [Cl, F]. Of these, the Sn- and Cd-containing
compositions are selected and Ti3+ compounds are excluded due to the d1 electronic con-
figuration being linked to fast electron-hole recombination, and, more practically, the
well-known challenges for electronic-structure modelling due to the high correlation.40

The HHIR scores of ZnxSyXz and CdxSeyXz are the next lowest in the ranking, making
these the next most sustainable according to this scale. This is because Zn and Se have
higher HHIR scores than Ti and S respectively. These systems could be of interest for
future studies in the same spirit, particularly the Zn-containing compositions due to their
low toxicity. This rapid screening process based on composition alone constitutes the first
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phase of our overall procedure (Part 1 of Figure 6.1).

6.4.3.2 From chemical composition to crystal structure

Although compositional screening is a key initial step in materials exploration, the preci-
sion with which physical properties can be predicted from chemical composition alone is
limited. In order to move to the next level of accuracy and make quantitative predictions,
we must introduce a three-dimensional model of the arrangement of atoms in space. To
our knowledge, no compounds of the compositions identified by our screening process
have yet been reported, so the crystal structures must be predicted. Crystal structure pre-
diction is a long-standing challenge in materials science,41 due to the large number of
degrees of freedom (lattice vectors and internal coordinates) and poor scaling with in-
creasing system complexity.

We combine twomachine learning approaches for generating candidate crystal structures
fromchemical composition, viz. 1. analogywith known crystal structures reported in crys-
tallographic databases, and 2. direct global crystal structure searching. The first approach
has a much lower computational cost, exploiting data on existing compounds, and we use
this step to assess the metastability of a candidate composition. Those compounds that
fall within an acceptable window of metastability are then passed to the second method,
which is a more rigorous search of configurational space and allows for new structure
types to be adopted.

For crystal structure prediction by analogy, we adopt the structure substitution algo-
rithm developed by Hautier et al.,42 as implemented in the Pymatgen framework.43 In
this method, a combination of ions are substituted onto lattice sites in known structures
from the Inorganic Crystal Structure Database (ICSD).44 Each ion substitution is asso-
ciated with a certain probability, which comes from a statistical model trained on the
compounds that already exist in the ICSD. If the overall probability for a given set of sub-
stitutions is above a certain threshold, it is added to a list of possible structures. This
substitution process is performed on each known crystal structure in the database.

For each of the four compositions, the candidate crystal structures are locally optimized
using DFT calculations and the structure with the lowest energy per atom selected. Fig-
ure 6.2 illustrates this process for one of the structures suggested by the algorithm for the
CdxSyClz chemical system. In this case, the structure suggested is based on Hg5O4Cl2
due to the high probabilities associated with both Hg2+/Cd2+ and O2– /S2– substitutions.
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Figure 6.2: Illustration of the process of crystal structure prediction by ion substitution into
existing lattice types. The Hg5O4Cl2 structure (a) is identified as a candidate structure for the
CdxSyClz chemical system. The Hg

2+ (grey balls) and O2– ions (red balls) are replaced by Cd2+

(purple balls) and S2– ions (yellow balls), respectively, to produce the Cd5S4Cl2 structure (b).
Forces on the ions are then minimised using DFT with the PBEsol functional45 to produce the

relaxed structure (c).

Table 6.2 contains the chemical formulae of the four compounds deemed to be the most
stable as a result of this process, along with the formulae of their parent structures in the
ICSD. We next assess the thermodynamic stability of the candidate materials.

6.4.3.3 Thermodynamic metastability

By calculating the total energies of all the competing phases of a chemical system, one can
construct an energy – composition phase diagram and assess the stability of a given com-
pound with respect to polymorphic transformations and phase separation. By creating a
bounding surface between the lowest energy phases of each composition, a convex hull is
constructed above which metastable compounds fall. A key value of interest for assessing
the metastability of a compound is this energy above this convex hull (Ehull).

Fortunately, the existence of databases of DFT total energies have all but eliminated the
need for carrying out calculations for all phases of a given chemical system. Instead, one
can perform calculations on new compounds using identical parameters to those used for
the data in a given database, thus allowing for direct comparison of energies. Similarly,
one can use the energy values in a database to construct a phase diagram and identify
where on the diagram the new phase would appear. In doing so, the set of polymorphs
and decomposition products that require explicit calculation can be identified. We note
that it is standard to calculate such convex hulls based on internal energies, which neglect
finite temperature contributions to the free energy of a compound.
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Figure 6.3: Simulated phase diagrams for the Cd−S−Cl2, Cd−S−F2, Sn−S−Cl2 and Sn−S−F2
chemical systems. Stable phases (circles) are connected by black tie-lines forming the convex
hull, and unstable phases (crosses) sit above the hull. Those that are above a stable phase are
unstable with respect to polymorphic changes and those above a tie-line are unstable with

respect to decomposition into the stable phases at each end. The labels indicate the new phases
discovered in this work.

Here, weuse theMaterials Project database to construct phase diagramsusing the Pymatgen

code,43 and hence identify decomposition products. Asmentioned above, and as depicted
in the phase diagrams in Figure 6.3, it is not necessary to consider competing polymorphs
as no compounds have yet been reported for these compositions. As can be seen from Ta-
ble 6.2, all of the values ofEhull for the structures predicted by analogy lie between 18 and
97meV/atom. Hence, all the compounds can formally be described as thermodynamically
metastable at 0 K, but does this rule out their existence?

Metastable materials exist and are ubiquitous in both nature and technology. This in-
cludes obvious examples such as diamondvs. the lower energy allotrope of carbon, graphite,
as well as classes of materials such as zeolites and metal-organic frameworks.46 It was
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recently estimated by Sun et al. that around half of all known inorganic materials are
metastable.27 Whether or not the value of Ehull is enough to predict the likelihood of
successful synthesis of a material is a question that has yet to be answered. In the same
work by Sun et al., it was shown that the likelihood of existence drops off exponentially
as Ehull increases. The exact rate of the drop depends on the chemistry of the system. We
use 100 meV/atom as a guiding principle for the maximum Ehull, as this criteria covers
approximately 90% of compounds in the Materials Project database that represent fully-
characterised structures in the ICSD. The four structures found by analogy all fall within
this metastability window, so they are all carried forward to the global structure searching
stage.

6.4.3.4 Global structure search

The structure from analogy approach provides an attractive route to obtaining sensible
crystal structures with reasonable energies, however it does not provide a rigorous route
to obtaining the true ground state. Finding the true global ground state structure for a
given chemical composition is one of the outstanding problems of theoretical chemistry.
Whilst exhaustive searching of parameter space is the only way to find a guaranteed global
minimum structure, this approach quickly becomes impractically large for even simple
chemical systems. Global searching, based on evolutionary algorithms offer a solution
to this problem and have had enormous success in discovering new ground state crystal
structures. Here we use USPEX to apply an evolutionary algorithm and perform a global
structure search.

For each of the four compositions, the global structure search algorithm 1,47 yields a dif-
ferent crystal structure to that found by analogy with known structures (Figure 6.4). For
each of the structures generated by the global search, there is no way in which the data-
mining algorithm could have arrived at the same result. This is an intrinsic limitation of
the data-mining approach, as it relies on a database of known structures and it is therefore
incapable of predicting new structure types. Three of the four compounds adopt structure
types that have not yet been reported, disregarding those with fractional occupancy on
some lattice sites. The remaining compound, Cd5S4Cl2, adopts the same structure type as
Li5BiO5.48 However, this substitution is rejected by the structure prediction algorithm on
the basis that the resulting formula is not charge neutral – the structurewe find is partially
inverted in terms of anion / cation occupancy.

The values of Ehull for the structures predicted by global structure search are also shown
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Figure 6.4: Crystal structures of the four candidate compositions as predicted by analogy
through data mining of other structures and by a first-principles global structure search

algorithm.
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in Table 6.2, and are universally lower than those found by analogy. While the struc-
tural analogy procedure is limited by the diversity of known structure types, the global
structure search approach is restricted only by the structural complexity (number of for-
mula units) included in the search. A holistic assessment of performance in the context
of high-throughput screening must however also take into account time and resources:
the data-mining algorithm takes only a few minutes to run on a desktop computer, while
the global structure searching requires a supercomputing resource where around 10,000
CPU hours were needed for each material.

In addition to thermodynamic stability, another factor that cannot be ignored is dynamic
stability, to ensure that the crystal structures are true localminima (and not saddle points)
on the potential energy surface. Finite-displacement calculations were carried out to ob-
tain the vibrational (phonon) frequencies of each of the compounds, and no negative-
frequency (imaginary) phonon modes were found at the zone centre (Γ point) for any of
the structures. Full details of this analysis can be found in the Supplementary Informa-
tion.

6.4.3.5 Crystal structures and bonding environments

Table 6.1 contains the space groups and lattice parameters of the four minimum energy
compounds identified at the end of the screening process.

Sn5S4Cl2: Eight Sn(II) atoms per crystallographic unit cell adopt an octahedral envi-
ronment, forming bilayers of edge-sharing SnS5Cl polyhedra in the bc plane. The polyhe-
dra are vertex sharing at the Cl atoms, and the other two Sn atoms in the unit cell reside
in the same plane as the halide ions.

Sn4SF6: Sn(II) adopts both 6-and 4-coordinate environments, with space for a lone
pair in each. The Sn-centred polyhedra are all vertex sharing and have either 6 F vertices
(6-coordinate Sn) or 3 F vertices and 1 S vertex (4-coordinate Sn).

Cd5S4Cl2: Two Cd(II) atoms per unit cell locate at the centre of CdS4 tetrahedra, and
seven Cd atoms form the centre of CdS3Cl tetrahedra. The other two Cd atoms form trig-
onal bipyramids with 3 S and 2 Cl vertices. All of the polyhedra are vertex sharing bar one
of the trigonal bipyramids, which is edge sharing with two of the tetrahedra.
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Cd4SF6: Eight Cd(II) atoms per unit cell adopt a distorted 8-fold coordination with Cl
atoms. The S atom locates in monolayers in the ab plane, and the four Cd atoms that
are adjacent to these layers are 7-coordinate with 3 neighbouring S and 4 neighbouring F
neighbouring atoms. All of the polyhedra in the structure are edge sharing.

Table 6.1: Structural information for the minimum energy compounds.

Compound Space group a (Å) b (Å) c (Å) Formula units per cell
Sn5S4Cl2 Pma2 17.529 5.771 5.817 2
Sn4SF6 R3 8.615 8.615 9.528 3
Cd5S4Cl2 Cm 14.507 4.212 15.631 2
Cd4SF6 R3̄m 3.832 3.832 37.148 3

Having established promising compositions and their candidate structures, we next go on
to perform quantitative analyses of the detailed electronic structure of these materials.

6.4.3.6 Optoelectronic properties

The most critical property for any light-harvesting material, whether for photovoltaic or
solar fuel applications, is the bandgap (Eg). Indeed, the screening procedure we have
employed thus far relies onmaking initial estimates ofEg at an early stage, before consid-
ering structure or stability. The calculations required to accurately predict bandgaps are
significantlymore computationally demanding than those which can satisfactorily predict
equilibrium geometry.

The first-principles values of Eg are presented in Table 6.2 alongside the bandgaps es-
timated using the SSE scale. Two of the compounds found by the screening procedure,
Cd5S4Cl2 and Cd4SF6, have bandgaps in the visible range of 2.75 and 2.15 eV, respectively.
Sn5S4Cl2 has a bandgap of 0.9 eV, which is better suited for solar cell or thermoelectric ap-
plications. This is encouraging, given the small set of compounds that have been brought
through to this stage of the screening process and the qualitative nature of the SSEmetric
employed to screen the bandgaps.

Beyond the bandgap, quantum-mechanical calculations can also provide access to op-
tical absorption spectra via computation of the complex dielectric function. Figure 6.5
shows the simulated spectra of the four compounds of interest. The Cd compounds dis-
play moderate absorption in the visible region, indicating their potential for use as solar
fuel or photovoltaic materials. Of the two, Cd4SF6 absorbs photons with energy across
more of the visible range but quite weakly, suggesting that thicker layers would be needed
in a device. Meanwhile, Cd5S4Cl2 absorbs more strongly but at a higher energy, so would
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Figure 6.5: Simulated optical absorption spectra of the candidate materials from the complex
dielectric function. Calculations were performed within DFT and the non-local HSE06

exchange-correlation functional, using the independent particle approximation (excluding
excitonic and phonon-assisted transitions).

be suited to incorporation into a tandem solar cell.

The absolute band edge positions are also calculated using surface (non-polar slab) mod-
els of the four materials. The CBM position is the negative of the electron affinity (EA),
and as indicated in Table 6.2, the EA values are all< 4.5 eV. This indicates that as well as
having promising bandgaps, the two Cd-based compounds have potential for use in pho-
toelectrochemical water splitting applications, with VBM and CBM positions that bridge
the water oxidation and reduction potentials, enabling the redox reaction. For Sn4SF6,
no slab without an overall dipole could be found, so we instead report a likely range for
the EA and IP values after applying a dipole correction in the slab calculation (see Com-
putational Methods Section). This material also bridges these energies, but has too wide
a band gap, while the other Sn-containing compound, Sn5S4Cl2, has an appropriate EA,
but too small a bandgap, as has already been discussed. This is summarised in the energy
band alignment diagram, Figure 6.6.

Finally, carrier effective mass (m∗) is a quantity that can also provide preliminary insight
into the performance of a semiconducting material, with smaller m∗ values being more
desirable as this quantity is inversely proportional to conductivity. The two Cd-containing
compounds have lowerm∗

e values than the Sn-containing compounds (Table 6.2). This is a
result of themetallic s-states forming the lower conduction band in the former case which
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Figure 6.6: Electron affinities (EA) and ionisation potentials (IP) for the candidate materials,
from DFT calculations of non-polar crystal terminations. The water redox potentials (dashed
orange lines) are also shown. For Sn4SF6, a dipole correction was added resulting in lower and

upper (blue solid lines) bounds for the IP and EA values.

give higher dispersion than themore directionalmetallic p-states in the latter (Figure 6.7a
and Figure 6.7b). Them∗

h values are in general much higher, with the sulphur and halide
p-states dominating the upper valence band. One notable exception is Sn5S4Cl2 with a
value of 0.40me. This is a result of strong hybridisation between the Sn s and S p orbitals
which form a two-dimensional Sn-S network along which carriers can transport without
encountering a Cl atom (Figure 6.4). This is possible due to the Sn2+ oxidation state,
which results in the Sn s orbitals remaining occupied. In the case of Sn4SF6, no such Sn-S
network exists and S p states dominate the VBM, while F p states also contribute (Figure
6.7c).

The calculated band structure of Sn5S4Cl2 reveals the presence of multiple band extrema
(“multi-valley”), a sought-after feature in the design of thermoelectric materials.49 Fur-
thermore, the effective number of extrema is increased by the presence of multiple bands
within a few kBT in energy of each other at the R, T , S and U points in the Brillouin zone
(see Supplementary Information Figure S4).

6.4.4 Conclusion

We have introduced a hierarchical screening procedure and used it to search through
a large space of over 161,000 compositions to identify promising candidate photoactive
semiconductors. Using our approach, which relies on compositional descriptors and ex-
ploits existing data, first-principles calculations were carried out on a subset of com-
pounds in order to establish thermodynamic stability, and global structure searching was
employed for the most promising candidates. This procedure has enabled us to identify
four new chalcohalide compounds, two of which, Cd5S4Cl2 and Cd4SF6, have bandgaps
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Figure 6.7: Orbital-projected local electronic density of states of Cd5S4Cl2, Cd4SF6, Sn5S4Cl2
and Sn4SF6. s- p- and d-orbital contributions from the metal species to the density of states near
the band edges for the Cd-containing (a) and Sn-containing (b) compounds. The s- and p-orbital
contributions from S and the halide species to the upper valence band for the Sn-containing

compounds are also shown (c).



148 CHAPTER 6. DESIGN OF METAL CHALCOHALIDE PHOTOELECTRODES

Table 6.2: The parent-structure formulae from the ICSD compounds identified by analogy that
led to the lowest energy structures after DFT relaxation are shown along with the energies above
the convex hull (Eanalogy

hull ), the corresponding energies predicted after global structure search
(Eglobal

hull ). The estimated bandgaps from SSEs (ESSE
g ) used at the beginning of the workflow,

bandgaps (Eg), electron affinities (EA) and ionisation potentials (IP) calculated using a hybrid
exchange-correlation functional at the end of the screening workflow, and effective masses for

carrier electrons and holes from GGA calculations (m∗
e andm∗

h) are also displayed.

Compound Parent Eanalogy
hull

(meV/
atom)

Eglobal
hull

(meV/
atom)

ESSE
g

(eV)
Eg

(eV)
EA
(eV)

IP
(eV)

m∗
e m∗

h

Sn5S4Cl2 Hg5(O2Cl)2 96.5 61.8 2.0 0.91 3.30 4.21 0.50 0.40
Sn4SF6 Hg4OF6 51.8 46.7 2.0 3.36 2.45–

2.94†
5.81–
6.30†

0.86 2.01

Cd5S4Cl2 Hg5(O2Cl)2 83.5 50.2 1.9 2.75 3.33 6.08 0.18 2.58
Cd4SF6 Cd4F6O 18.2 18.0 1.9 2.15 4.33 6.48 0.25 2.00
† When only polar surfaces could be found, a dipole correction term was added to the calcula-
tion of the surface dipole, which yields upper and lower bounds to the EA and IP values (see
Computational Methods Section).

in the visible range and good absorption properties for solar fuel applications. Further
detailed investigation into the electronic structure of these materials show that effective
electron and hole conduction should be possible. The approach constitutes a computer-
aided materials design procedure that employs existing knowledge in a targeted manner
in order to traverse the vast chemical hyperspace.

6.4.5 Computational methods

6.4.5.1 Compositional screening

Construction of the search space and subsequent screening based on SSE and HHIR is
carried out with Python 3 on a desktop computer using the smact library, which is pub-
licly available online at https://github.com/WMD-group/SMACT. First, the compositional
search space of ternary chalcohalides is constructed using the smact package: The stoi-
chiometry maximum is set to 8 and only those compositions which pass both the charge
neutrality and electronegativity balance tests form part of the initial search space. Every
possible combination of AxByCz is generated with B = [O,S,Se,Te] and C = [F,Cl,Br,I]. All
known oxidation states of all elements in each combination are considered and charge
neutrality is assessed by

xqA + yqB + zqC = 0 (6.1)

where q is the formal charge associatedwith each species in the considered oxidation state.
Combinations satisfy electronegativity balance when χcation < χanion, where χ is the Paul-

https:// github.com/WMD-group/SMACT
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ing electronegativity50 of an element. This ensures the most electronegative elements
carry the most negative charge. For full details of this method of search space construc-
tion, the reader is referred to Ref. 32.

The SSE scale36 is used to limit the A cations to those with a SSE higher than the water
reduction potential and set the bandgap window was to 1.5 – 2.5 eV. The SSE provides
information on valence and conduction bands on the basis of the frontier orbitals of the
constituent ions. It reflects ionisation potential of an anion (filled electronic states) and
electron affinity of a cation (empty electronic states). The energies of 40 elements were
originally fitted from a test set of 69 closed-shell binary inorganic compounds, and now
the SSE values for 94 elements are available.51 The bangap (Eg) can then be estimated
from the tabulated SSE values as

ESSE
g = SSEcation − SSEanion (6.2)

For multicomponent systems, the limiting SSE values are used.

6.4.5.2 Crystal structure prediction by analogy

Weuse the structure substitution algorithmdevelopedbyHautier et al.,42 as implemented
in the Pymatgen framework43 with a probability threshold of 0.001. For a given compo-
sition the procedure is carried out for each common oxidation state of the metal (e.g. for
SnxSyClz both Sn(II) and Sn(IV) must be considered).

6.4.5.3 Crystal structure prediction by global searching

Global crystal structure searches are carried out for each of the candidate compositions
using the same stoichiometries as the lowest energy crystal structures from the predic-
tion by analogy. This step is only carried out if a structure found by analogy falls within
the defined “metastability window” of 100 meV/atom. Using the evolutionary structure
prediction algorithm USPEX,1,47 we perform global structure searches for the candidate
compositions. No constraints are imposed on the shape or volume of the unit cell, but
the search is restricted to one (11 atoms/cell) and two (22 atoms/cell) formula units for
each of the four compositions. In the evolutionary optimisation procedure, the first gen-
eration contains 80 randomly generated structures, and the succeeding generations (each
with 60 structures) are produced by random (20%), heredity (50%), permutation (10%),
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soft-mutation (10%), and lattice mutation (10%) operations as described elsewhere.47

6.4.5.4 First-principles calculations

All first principles calculations are carried out using Kohn-Sham DFT with a projector-
augmented plane wave basis52 as implemented in the Vienna Ab-initio Simulation Pack-
age (VASP).53,54

Total energies: For calculating Ehull we use the PBEsol exchange-correlation func-
tional.45 A Monkhorst-Pack k-point grid is generated for each calculation with k-point
spacing of 0.242 Å−1. The kinetic-energy cutoff is set at 520 eV and the force on each atom
converged to within 0.005 eVÅ−1. The Materials Project API55 is used to retrieve DFT to-
tal energies of known phases for each chemical system. Phase diagrams are constructed
to identify decomposition products and the total energies of these products recalculated
in the same manner as described above.

Dynamical stabilities: Structures are further relaxed using a kinetic energy cutoff of
700 eV. The normal modes are calculated within the harmonic approximation, using the
PHONOPY package56–58 to construct and evaluate the force constants. The finite dis-
placement method (FDM) approach is used with a step size of 0.01 Å. Each of the unit
cells contains N atoms (where N = 22 or 33) so has 6N (132 or 198) possible displace-
ments. The number of unique displacements is reduced to between 11 and 44 depending
on the crystal symmetry. For computational efficiency, phonons are considered at the Γ
point only.

Optoelectronic properties: Semi-local exchange-correlation treatments such as the
PBEsol functional provide an accurate description of crystal structures but tend to un-
derestimate the electronic bandgaps of semiconductors. To overcome this issue, more
accurate electronic structure calculations are performed using the hybrid non-local func-
tional HSE06,59 which includes 25% screened Hartree-Fock exact exchange. Γ-centred
homogeneous k-point meshes are used, the spacings of which are determined by themag-
nitude of the lattice vectors, as per Yu et al.60 and the kinetic energy cutoff is set at 520 eV.
For optical absorption calculations, the dielectric tensor is calculated using the VASP code
following the Kubo-Greenwood method. This is then used to calculate the absorption via
the Kramers-Kronig relation.
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Absolute electron energies (IP andEA values) are calculated by generating 2D slabmodels
of low Miller index, non-polar surfaces of the crystal structures. Hybrid DFT (HSE06
functional) is used to calculate the surface dipole, D, which is the difference between the
average electrostatic potential in the slab and that in the vacuum level. The VBM and
CBM positions from the bulk calculations can then be used to calculated the true VBM
and CBMpositions. These are simply the differences betweenD and V BMbulk, andD and
CBMbulk, respectively. Convergence with respect to slab thickness and vacuum distance
was achieved within two repeat layers and 15 Å respectively, in all cases. When no non-
polar surfaces could be found for a material, the dipole-dipole interaction correction is
added to the potential, as implemented in the VASP code. This leads to an upper and
lower limit of the potential in the vacuum level, hence an upper an lower limit toD.

Carrier effective masses are calculated using band structures generated from hybrid DFT
(HSE06 functional) calculations. The SeeKpath code61 is used to generate a suitable path
through the Brillouin zone, which is sampled at a resolution of 0.01Å−1 between each
k-point. In order to calculate effective masses, a parabola is fit to all points from the
minimum (maximum) of the CBM (VBM) to the points kBT higher (lower).

6.4.6 Data access statement

The smactpackage canbe accessed from https://github.com/WMD-group/SMACT. Screen-
ing results from these calculationsmay be reproduced using the Python code available on-
line from https://github.com/WMD-group/SMACT/tree/master/examples. Optimised
structures are available on-line from https://github.com/WMD-group/Crystal_structures/

Chalcohalides All other data may be obtained from the authors on request.
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6.5 Remarks

In terms of the materials design workflow itself, the fact that one material out of just four
candidatematerials (Cd4SF6) had a bandgapwithin the target window, and at the position
required to drive thewater redox reaction, is positive. The bandgaps of the othermaterials
are toowide or too narrowaccording to the criteria used for the initial screening, but are all
approximately in the correct region for water splitting; the band edges of three materials
out of four bridge the water oxidation and reduction potentials. This is an advantage of
using the SSE scale, which is derived from experimental ionisation potentials and electron
affinities.

Theoretically, the Cd5S4Cl2 compound also has a bandgap that could be acceptable for a
water splitting material (2.75 eV). The drawback is that bandgaps as wide as this result
in a low maximum efficiency, as only a small fraction of the solar spectrum can be ab-
sorbed.62 Another practical issue that is not addressed in the publication is the stability
of the materials in water. Unlike photovoltaic cells which need to be stable in air, or can
be encapsulated, photoelectrode materials necessarily need to make contact with water.
Photocorrosion is a major problem for many candidate water splitting materials and oc-
curs when photogenerated charge carriers cause oxidation or reduction of the material
itself.62 Although there has been some limited investigation into the use of metal chalco-
halides for this application,63 it is not clear how stable they would be, and it is conceivable
that the halide ions could be oxidised to halogen gases.

In summary, this chapter has shown one way in which it is possible to screen a large num-
ber of hypothetical compositions for stable structures with target properties using a hier-
archical screening workflow. Relatively few first-principles calculations (DFT total ener-
gies of ~100 crystal structures and hybrid DFT calculations on just four crystal structures)
were needed to identify target materials, making the overall process computationally af-
fordable. Although the global structure search identified lower energy configurations for
all four leading candidate compositions, and these were ultimately taken forward to calcu-
late their properties, the structure substitution algorithm did provide sensible structures
of similar energies. This algorithm is therefore a much cheaper alternative to link com-
positions to crystal structures and is more amenable to a high-throughput search. In the
next chapter, this algorithmwill be used again in anothermaterials designworkflow, along
with a new ML model for compositional screening that is an alternative to using the SSE
scale.
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Chapter 7

Design of Quaternary Oxide
Solar Materials

7.1 Introduction

We have seen previously how various heuristic tools can be used to quickly and cheaply
estimate bandgaps of materials. In particular the SSE scale, that was used in Chapter 4
to estimate chalcohalide bandgaps, relies on experimental ionisation potential (IP) and
electron affinity (EA) values. For this reason, the SSE is a more useful scale for some ele-
ments than others. For example it performs particularly poorly for predicting the bandgap
of oxide compositions, as the range of IP values for the 56 binary oxides used in the con-
struction of this model is 4.9 eV, and the standard deviation across all values is 1.44 eV.
The SSE for O therefore carries the highest uncertainty among all elements.

In this chapter, the aim is to build a ML model that is trained using much more informa-
tion about the constituent elements of compounds than IP and EA alone and that should
be able to provide reasonable predictions of bandgaps for oxide compositions. This will
then be used as the first screening step of an overall workflow (Figure 7.1) which brings
together the tools developed in previous chapters to search for new oxide materials that
have a bandgap suitable for solar applications.
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Figure 7.1: Computer-aided design workflow. 1. Data from the computational materials
repository (CMR) and Materials Project databases are used to construct a gradient boosting

regression (GBR) model, which is used to filter for bandgaps. 2. Compositions are ranked using
the Herfindahl Hirschman Index (HHIR) and matching structures sought from a database of

quaternary oxides (QuOx DB). The probabilistic oxidation state model filters out unlikely species
combinations and competing phases are found from the MP database. 3. Thermodynamic

stability and bandgaps are calculated from first principles using density functional theory (DFT)
and hybrid DFT.
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7.2 Machine learning model

7.2.1 Representation of training data

The target property for the ML model is the bandgap calculated using the GLLB-sc XC
functional,1 which has been shown to predict bandgap values more accurately than GGA
XC functionals.2 The increase in accuracy is due to the efforts that have been made in the
construction of this functional to estimate the derivative discontinuity. While it is beyond
the scope of this chapter to fully review the bandgap-predicting accuracy of different levels
of theory, it should be noted that the Kohn-Sham gap in DFT differs from the “true” gap
(i.e. the difference between the ionisation potential and electron affinity) by the derivative
discontinuity. The GLLB-sc bandgap, therefore, represents an affordable alternative to
higher levels of theory such as GW that in principle can give the true bandgap directly.
The bandgap values in the dataset produced by Castelli et al. are used as a training set,3

and are available from theComputationalMaterials Repository (CMR) database.4 This set
is comprised of 2,289 inorganic materials, 799 of which are oxides (i.e. contain oxygen
and at least one other element).

The compositions of the materials are represented using the element properties in the
Magpie package.5 These are the minimum, maximum, range, mean, mode and mean ab-
solute deviation of atomic number, Mendeleev number, atomic mass, melting tempera-
ture, electronegativity, among others (see supplementary information of Reference 5 for
full list). The number of valence electrons is also used, aswell as elementalHOMO/LUMO
energies calculated from neutral atoms with DFT at the LDA level. The final feature is
the bandgap center position calculated using the geometric mean of electronegativities
as demonstrated by Nethercot.6 All of these features are generated using the Matminer
package.7

7.2.2 Model tuning

Gradient boosting regression (GBR) is used to build themodel and two strategies are con-
sidered:

(i) A one-step process using the materials in the CMR dataset as a training set to train a
model that predicts GLLB-sc bandgaps from compositions.

(ii) A two step process, firstly using the Materials Project (MP) database to train a model
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that predicts PBE bandgaps from compositions, then the PBE bandgaps are correlated to
GLLB-sc bandgaps.

If there is a strong correlation between PBE and GLLB-sc bandgaps, the overall accuracy
for approach (ii) could be higher than for approach (i), as the MP database constitutes
a larger dataset, which could improve performance of the ML model. Firstly, two train-
ing/testing scenarios are compared for approach (i):

(1) Only the oxides in the dataset are used to train the model, then oxides bandgaps are
predicted during 10-fold CV.

(2) All the materials in the dataset are used to train the model, then oxide bandgaps are
predicted during 10-fold CV.

Figure 7.2: Correlation between bandgap calculated with the PBE and the GLLB-sc functionals
for materials in the CMR dataset.

In each case, the root mean squared error (RMSE) of the predictions during 10-fold CV
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is used as the loss function to quantify performance and hyperparameters are left at their
default values as per the scikit-learn package.

For scenario (1), the RMSE is 1.18 eV, and for scenario (2) the RMSE is 1.20 eV, indicating
that there is no improvement when including non-oxides in the training set. Figure 7.2
shows the correlation between PBE and GLLB-sc bandgaps for the CMR dataset. The
GLLB-sc bandgaps are those in the CMR dataset, while the PBE calculations had been
carried out on the same compounds as part of the Materials Project workflow.8 The ex-
pected linear trend is observed, with a characteristic underestimation of the bandgap by
the PBE functional.

There is a significant spread around the linear relationship and this spread is larger in
general for oxides. The standard deviation is 0.85 eV, meaning that for approach (ii) to be
advantageous over approach (i) the RMSE of the GBR model trained on the MP dataset
would have to be unreasonably low (< 0.35 eV). It is therefore practical to instead opt
for approach (i) and tune the hyperparameters of the learner to improve performance as
much as possible.

Optimal hyperparameter values for this GBR model were found using the procedure out-
lined in Chapter 3 and are listed in Table 7.1. Using these parameters, as well as removing
oxide gases such as CO2 and SO2, complex anions containing uncommon oxidation states
such as phosphites and perphosphates, yields a final model with a RMSE of 0.95 eV.

Table 7.1: Hyperparameter values used in final GBR model.

Parameter Optimal value
minimum compounds to split a node 65
maximum depth of tree 20
minimum compounds at a leaf 1
max features considered 86
fraction of compounds to fit each tree 0.9
learning rate 0.0145
number of boosting stages 8000

7.2.3 Model performance

The accuracy of any ML model that predicts bandgaps from composition alone is lim-
ited due to the influence of crystal structure and this is especially true of oxides, as the
structural diversity of oxides results in a wide variety of local bonding arrangements. This
phenomenon has been quantified by Walsh and Butler, who have demonstrated that for
oxygen the Madelung site potential – a quantity that reflects the electrostatic potential of
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an ion in a crystal by approximating ions as point charges – varies across all binary metal
oxides with a striking range of 16 V.9

Figure 7.3: Distribution of maximum bandgap difference between polymorphs for oxides in
the Materials Project (MP) database that exhibit polymorphism. Only compounds with an energy
above the convex hull of < 0.1 eV and a maximum bandgap difference of > 0.05 eV are included.

Bandgaps are calculated in the MP using the PBE XC functional.

Figure 7.3 shows the distribution of the maximum PBE bandgap difference between poly-
morphs for all oxide compositions in the MP database that exhibit polymorphism. While
for a large number of oxides, polymorphism results in a bandgap difference of < 0.5 eV,
the difference can be as large as 4.18 eV (e.g. LiFePO4) and themean difference is 0.57 eV.
This highlights the extent to which crystal structure plays a role in determining bandgap,
and that a model that considers chemical composition alone can only be used as a rough
pre-screening filter. In this context, a model with a RMSE of 0.95 eV is suitable. Some ex-
amples of predicting bandgaps from composition have involved using larger datasets and
lower RMSE values have been reported. For example, Zhuo et al., have trained a support
vector machine model on 2,458 compounds with experimental bandgaps and achieved a
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RMSE of 0.45 eV.10 However, given the effect of polymorphism on bandgap values, it is
likely that such models would not perform so well outside of the training dataset.

It is also instructive to compare the performance of thismodel with the SSE approach used
in Chapter 4. From Figure 7.4, it is clear that using SSE values to predict bandgaps of the
oxides in the training set is not viable, as there is no correlation between the predicted
bandgap and GLLB-sc calculated bandgap. Importantly, Figure 7.4a shows the GBR pre-
dicted bandgap for each oxide during cross-validation, i.e. when that compound was not
used in the training of the model.

Figure 7.4: Ground truth (GLLB-sc) bandgaps vs a) bandgaps predicted using the gradient
boosting regression (GBR) model and b) using the solid state energy (SSE) scale, for all oxides in

the training data set.

Finally, we can inspect which features are most important in the final GBR model. Fig-
ure 7.5 shows that the mean melting temperature of the elements is the most important
feature by a large margin. The range of values for volume per atom and mean absolute
deviation of melting temperature are also relatively important. The extent to which this
can be interpreted as meaningful depends on how highly correlated the features are. For
example, we would expect covalent radius and volume per atom to be correlated to some
degree, which makes it harder to decouple their contributions to the overall model. In
general, a number of features contribute significantly to the final model and investigation
into the effect of systematically removing correlated features and retraining the model
would be an interesting avenue for further study.
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Figure 7.5: Relative importance of the 20 most important features in the final gradient
boosting regression (GBR) model. MeltingT refers to melting temperature, GSvolume_pa refers
to volume per atom from ground state 0K calculations, NsValence refers to number of valence s

electrons, ionic char refers to Pauling’s empirical ionic character between pairs of atoms
calculated using electronegativities, 11 band center is the calculated using the approach by

Nethercot,6 and Number refers to atomic number.

7.3 Bandgap screening

We now use this model to search for promising candidates from a large search space (1.1
million) of hypothetical quaternary oxide compositions, that have been generated using
the SMACT package, implementing the rules outlined in Chapter 4. The target bandgap
window is 1.0 – 2.5 eV in order to capture potential photovoltaic materials as well as solar
fuel materials, as the latter often require larger bandgaps in order to mitigate against the
combination of loss mechanisms found in practical devices.12,13

Figure 7.6a shows the distribution of errors obtained using the GBR model. Materials
predicted by the model to have a bandgap at the centre of the target window (1.75 eV)
have a 60%probability of having aGLLB-sc bandgapwithin thewindow. This assumes the
accuracy of themodel is consistent across all bandgaps. By contrast, Figure 7.6b shows the
distribution of bandgaps of all oxides in the CMR dataset and the probability of choosing
one at random with a bandgap in the target window is just 8%.



7.3. BANDGAP SCREENING 165

Figure 7.6: a) Distribution of error in predicted bandgap by the final GBR model. The shaded
region corresponds to an error of ± 0.75 eV and encloses 60% of all predictions. b) Distribution
of GLLB-sc bandgaps for oxides in the CMR training dataset. The shaded region corresponds to a

band gap of 1.8 ± 0.75 eV, i.e. 1.0 – 2.5 eV.

Applying the GBR model to the search space of 1.1 million quaternary oxides, we filter
out those which do not have a predicted bandgap of 1.75 ± 0.02 eV. This leaves 17,833
compositions. It should be emphasised that this approach does not aim to capture all the
hypothetical compositions that fall between within the target bandgap window. Rather,
those compositions that are most likely to have useful bandgaps according to the GBR
model are targeted. This screening step corresponds to a greater than 60-fold reduction
of the search space.
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7.4 Crystal structure search

Compositions are ranked by sustainability using the HHIR scale.14 A database of all pos-
sible quaternary oxide crystal structures for the 1.1 million starting compositions is con-
structed using the structure substitution algorithm by Hautier et al.15 and contains over
2 million compounds (QuOx DB in Figure 7.1). Starting with the most sustainable com-
position, a search is carried out on this database to find any matching compounds until
n compositions have had at least one crystal structure assigned to them. n was initially
set to 100, however this did not yield enough candidates later in the screening process, so
was subsequently set to 135.

After checking that the oxidation states in the crystal structures that are identified for each
composition are consistent with the oxidation states in the original composition gener-
ated by SMACT, the oxidation state probability model (Chapter 5) is applied to filter the
compounds. A relaxed probability threshold of 0.05 is used so only very unlikely species
combinations are eliminated. We also choose to eliminate Ti3+ compounds due to the
d1 electronic configuration being linked to fast electron-hole recombination. In addition,
such compounds would not be amenable to a general high-throughput DFT workflow,
due to the well-known challenges for electronic-structure modelling of highly correlated
systems.16 This results in 235 candidate structures, corresponding to 61 different com-
positions. We take these candidates forward to calculate their thermodynamic stability
using DFT.

7.5 Thermodynamic stability

Competing phases are identified using the MP database and geometry optimisations are
carried out on candidates and all competing phases using DFT at GGA level. This is done
in high-throughput using the Atomate17 and Fireworks18 packages and calculation details
are identical to those used to calculate thermodynamic stabilities in Chapter 5.

Of the 235 compounds, 27 are calculated to be within 100 meV/atom of the convex hull.
Four of the 27 compounds were found to be structurally identical to one other compound
in the set, leaving 23 unique compounds. The presence of identical structures can occur
when different parent structures are found for a composition using the structure substi-
tution algorithm which ultimately yield the same crystal structure after relaxation.
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The relatively small proportion of stable andmetastable compounds is unsurprising given
the existence of a large number of stable binary and ternary oxides that act as compet-
ing phases. The energies above the convex hull for the candidate compounds are given
in Table 7.2. Only one compound, Li2MnSiO5, has been previously reported in the MP
database, but has not been synthesised experimentally to the author’s knowledge. Shown
in Figure 7.7a, the compound ZrMnSi2O7 is the only one predicted to be thermodynam-
ically stable, while a second polymorph of ZrMnSi2O7 along with a Li2TiMnO4 structure
are predicted to be < 10 meV/atom above the convex hull, as shown in Figure 7.7b and
Figure 7.7c, respectively.

While three polymorphs of Li2TiMnO4 are in the MP database, including one that has
been investigated as a possible active material for Li-ion battery applications, 19 none of
the crystal structures adopted by the candidate compounds have previously been reported.
The new phase of Li2TiMnO4 differs from the three previously reported polymorphs as
the metals are in tetrahedral environments as opposed to octahedral. It also has a wide
bandgap of 4.21 eV, as calculated using Hybrid DFT in the following section, whereas
the previously reported compounds all have GGA bandgaps of less than 0.4 eV. No com-
pounds have previously been reported for any of the other compositions listed in Table 7.2.

7.6 Bandgap calculations

The bandgaps of the 23 candidate compounds were calculated with hybrid DFT using the
HSE06 functional.20,21 The same calculation procedure was used that was employed to
calculate bandgaps in Chapter 6, with Γ-centred homogeneous k-point meshes of density
64 Å3 in the reciprocal lattice. Themajority of compounds have a calculated bandgap of>
4 eV, which is well outside the target bandgapwindow (Table 7.2). Four of the compounds
are calculated to have bandgaps within the target window. The most thermodynamically
stable compound with a useful bandgap is MnAg(SeO3)2 and is shown in Figure 7.8.

Encouragingly, the four compounds with useful bandgaps include three different compo-
sitions, while the compoundswith too large a bandgap include five different compositions.
Since the original GBRmodel is trained on composition alone, this preliminarily indicates
that it is performing at a 37.5% success rate. For this set of compositions, the structure pre-
diction algorithm was able to find more crystal structures for the compositions on which
the GBR model performed poorly.

The success rate of 37.5% is not as high as the original 60% as indicated by the 10-fold CV
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Figure 7.7: Three most stable compounds identified by the workflow. a) and b) are different
polymorphs of ZrMnSi2O7 in which Si, Zr and Mn atoms are depicted as blue, green and purple
circles, respectively. c) A Li2TiMnO4 structure in which Li, Ti and Mn atoms are depicted as
green, blue and purple circles, respectively. O atoms are red circles in all three structures.

results. The latter should be considered a maximum achievable success rate when using
this model predictively. This is indicative that the GBR model may exhibit high variance
and is overfit to the training data to some extent. This is not something that can easily be
mitigated against when training models on small datasets, as cross validation is the only
option to guard against overfitting (there is not enough data to leave a third portion for a
final test after hyperparameter tuning).

It is also important to note that the model was trained on bandgaps calculated using the
GLLB-sc XC functional, while these bandgaps are calculated using the HSE06 XC func-
tional as it is not possible to use the former functional in the present high-throughput DFT
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Table 7.2: Summary of most stable compounds found after high-throughput DFT calculations.
Bandgaps calculated with hybrid DFT that fall within the target window of 1.0 – 2.5 eV are shown

in bold.

Number Formula space group symbol Ehull (meV/atom) Bandgap (eV)
1 MgFe(SO4)2 P21/m 99 4.07
2 MgFe(SO4)2 C2/m 11 4.15
3 Li2MnSiO5 P4/nmm 86 2.24
4 MnCdGe2O6 P21/c 99 2.47
5 MnCdGe2O6qua C2/c 99 1.76
6 ZrMnSi2O7 C2 0 4.64
7 ZrMnSi2O7 P-1 40 4.32
8 ZrMnSi2O7 P-1 72 3.95
9 ZrMnSi2O7 P21/m 3 4.33
10 ZrMnSi2O7 P21/c 39 4.40
11 ZrMnSi2O7 P21/c 36 5.12
12 Na2YFeO4 Pc 79 4.27
13 Na2YFeO4 Pmn21 90 4.33
14 MnAg(SeO3)2 Pna21 36 2.31
15 Li2TiMnO4 P21/c 38 4.10
16 Li2TiMnO4 I-42m 96 4.05
17 Li2TiMnO4 Pna21 40 4.19
18 Li2TiMnO4 Pmn21 11 4.23
19 Li2TiMnO4 Pnma 4 4.21
20 Li2TiMnO4 P21/c 31 4.58
21 Li2TiMnO4 Pnma 60 4.05
22 NaCaFeO3 Pna21 61 3.73
23 NaCaFeO3 P21/c 60 2.87

approach. In the original work by Castelli et al. in which they create the dataset used for
training here, they show that bandgaps calculated using HSE06 and GLLB-sc are gener-
ally in good agreement.3 However, they also show that for lower bandgaps such as those
considered here, the HSE06 functional has a tendency to overestimate as compared with
the GLLB-sc functional. This could be another reason for getting a lower success rate and
would also explain why no compounds had bandgaps calculated using HSE06 lower than
the target window. Future work will include investigating to what extend the model can
be improved by reducing variance, and to what extent the results would improve by using
the GLLB-sc XC functional.
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Figure 7.8: The most stable compound identified by the workflow with a bandgap within the
target window,MnAg(SeO3)2. Mn, Ag, Se and O atoms are depicted as purple, silver, green and

red circles, respectively.

7.7 Conclusion

In this chapter, a GBRmodel was built using a ML approach to predict bandgaps for qua-
ternary oxide compositions. It was shown that the model performs reasonably well given
the size of the training dataset and the extent to which it is possible to determine bandgap
from composition alone, with an average RMSE from cross validation of 0.95 eV. The
model is then used as part of a high-throughput screening workflow, in conjunction with
the substitution algorithm to assign structures, and the oxidation state probability model
to discard unlikely species combinations. A search is carried out on a space of 1.1 million
quaternary oxide compositions generated using the SMACT package in order to identify
new materials for solar applications. Using high-throughput DFT , 23 compounds are
identified as falling within a stability window of < 100 meV/atom above the convex hull.
Finally, four of these 23 compounds with three different compositions are calculated to
have bandgaps that fall within a useful window of 1.0 - 2.5 eV. By using a combination of
chemical heuristics and data-driven screening steps, the overall computational cost of the
process is kept low. There is nowample scope for the remaining search space of oxide com-
pounds predicted to have useful bandgaps to be further investigated using first-principles
techniques.
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Chapter 8

Summary

8.1 Key findings

Firstly, a method has been demonstrated for defining the composition space of 2-, 3- and
4-component stoichiometric inorganic materials using the heuristic tools of electronega-
tivity and oxidation state. These tools are used to ensure that the compositionsmake some
“chemical sense” and reduce the space of exhaustive numerical element combinations by
roughly two orders of magnitude. We have seen that when the stoichiometry is limited to
an integer that reflects a natural limit for most known structure types (i.e. 8), the number
of existing compounds is but a tiny fraction of the search space for 3- and 4-component
materials, which respectively exceed 107 and 1010 compositions. The fact that we are able
to enumerate so many hypothetical compositions quickly on a desktop computer using
Python is both promising and useful from a materials discovery viewpoint.

We have also seen in Chapter 5 that the extent to which oxidation states are considered
to be accessible for different elements is open to some interpretation. By looking in more
detail at existing oxidation states data, it is possible to build a screening tool that consid-
ers the likelihood of element combinations and further narrows down the search space,
as demonstrated by an immediate 3-fold reduction of ternary metal halides, also in Chap-
ter 5.

Secondly, screening for target properties based on compositional descriptors is shown to
be a practical, low-cost, step to place at the beginning of a materials design workflow.
Sustainability metrics based on element resources (such as the HHIR) do not require any
structural information. We have seen that the SSE scale can be used to identify promising
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candidates for photoelectrochemicalwater splitting and thatML techniques canbe used to
target compounds for solar energy applications by correlating compositional descriptors
to bandgap.

These techniques assisted in the identification of Cd5(S2Cl)2 for photoelectrochemical wa-
ter splitting (Chapter 6) and Mn2Ag(SeO3)2 for solar energy applications (Chapter 7),
among other possiblymetastable candidates. In both cases, only a small set of compounds
(4 and23, respectively) are carried all theway through to hybridDFT calculations to deter-
mine accurate properties due to practical limitations. It is therefore difficult to draw any
quantitative conclusions about the performance of each individual screening approach.
Nevertheless, it is promising that potentially useful compounds are identified from un-
premeditated regions of each search space at lower cost than a high-throughput DFT or
experimental approach.

Finally, going from composition to crystal structure presents a significant challenge for
the materials design approaches presented. The difficulty in predicting structure given
knowledge of chemical composition is well documented and was described as a “scandal”
by J. Maddox exactly 30 years ago.1 In Chapter 6 we saw that it is possible to suggest
crystal structures by using expensive evolutionary algorithms, driven by first-principles
techniques, that have been developed in response to this challenge. We also so that more
recently developed data-driven approaches can be used.

It was shown that the evolutionary algorithm consistently finds lower energy structures,
sometimes by a significant margin such as 34 meV/atom for Sn5S4Cl2, and sometimes
only fractionally, e.g. 0.2 meV/atom for Cd4SF6. Again, the sample set is limited, and
further work is needed to compare these two approaches across a range of chemistries.
Importantly, only DFT total energy is used to assess stability in this work, as is often the
case. As has been mentioned previously, thermodynamic stability does not necessarily
guarantee that a material can be synthesised, nor that it will be dynamically stable if it
can be synthesised.

8.2 Future work

Improvements to SMACT: The results in this thesis open up many interesting direc-
tions for future study: One opportunity is to further improve the smact library, adding
features beyond those which build search spaces and screen based on heuristic rules. For
example, the substitution model for predicting crystal structure is currently implemented
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in the pymatgen code.2 The advantage of this is that new structures can seamlessly be im-
ported into other workflows that use some of the powerful features of this package. The
disadvantage is that the structure substitution process itself is quite slow, taking between3
and 4 minutes per composition to search a database of around 30,000 structures. While
this is orders of magnitude faster than the evolutionary algorithm-based alternative, it
could certainly be made faster by avoiding the heavy objects that are required elsewhere
in pymatgen. If a similar algorithm were implemented in SMACT, the priority would be to
create a simple database of existing structures, keyed by composition, that can be queried
as quickly as possible. This speed up could allow for the generation of structures for many
thousands of compositions on a desktop computer, without the need to turn to parallel
computing to achieve the same goal.

There is also scope to improve upon the probabilistic oxidation states model that is built
into SMACT. As discussed in the Remarks section of Chapter 5, more sophisticated models
that factor in the presence of multiple anions and cations could be investigated. Addition-
ally, this may be an appropriate problem for a supervised ML approach, where composi-
tional descriptors are used to predict the oxidation states in a compound.

Further machine learning studies: The ML model used to predict bandgap from
composition is another potential topic of investigation. There are many degrees of free-
dom involved at every stage of the model building process (Figure 3.1, Chapter 3) and this
means that often quite arbitrary decisions are made without full investigation of the pa-
rameters at hand. For example, the choice of learner in this case was gradient boosting
regression (GBR), in which decision trees are built sequentially. A similar approach is
random forest (RF) in which trees are built in parallel and an average prediction from all
trees is taken as a final prediction. RF models are formed of more fully grown trees so are
less prone to bias (but more prone to overfitting) so it would be interesting to see how a
RF model performed. The choice of features that represent compositions also introduces
many more degrees of freedom and a systematic investigation into the optimal combina-
tion could give insights into which properties are most important. As a final example, the
hyperparameter tuning process can also be automated using Bayesian optimisation and
Gaussian processes or similar. In this kind of approach, the next set of hyperparameters
to test is made by an acquisition function over a surrogatemodel which is much quicker to
evaluate than testing the model itself. This is implemented in various packages including
the skopt Python library.3

Given that a large number of hypothetical materials can be generated quickly using the
structure substitution algorithm (a database of 2 million quaternary oxides was created
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for the workflow in Chapter 7), a different approach could involve using these as input
to a ML algorithm that uses structural features to predict properties. Representing inor-
ganic crystalline solids to ML algorithms is a relatively new challenge and some methods
are emerging.4–6 However, most examples of learning properties from structure to date
sidestep this issue by focusing on just one structure type at a time.7,8 The application of
new representation methods to predict real materials properties is likely to be an impor-
tant area of development over the next few years.

Other application areas: Finally, we have so far only explored these new tools in the
context of solar energy materials. This was done partly for convenience, as the bandgap
constitutes a clear performance metric that can be directly computed from first princi-
ples. By adapting theworkflows presentedhere, the composition space generated in smact

could be searched for newmaterials for different application areas, from thermoelectrics,
to ferroelectrics, to battery materials. For instance, there has been a recent rise in inter-
est in anionic redox materials for battery cathodes. In these materials, the anion is also
partially oxidised along with the cation, and this phenomenon has the potential to signif-
icantly increase battery capacity.9 The tools presented here would be well suited for this
application; ML techniques and chemical heuristics can link cheap descriptors to the re-
quired electronic structure features, SMACT and the structure substitution algorithm can
provide a pool of new compounds to test, andhigh-throughputDFT can be used to validate
and improve the ML model.
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Closing Remarks

As a community of chemists andmaterials scientists, we have barely scratched the surface
of the inorganic composition space. Even for binary, ternary and quaternary stoichiomet-
ric systems, simply enumerating the number of possible compositions presents its own
challenges and yields a search space that is intractable to high-throughput first-principles
calculations, let alone experiment. Computational materials design is a rapidly advanc-
ing field that is rising to this challenge and there are many tools emerging from the fields
of machine learning and big data that can be applied in a variety of ways to large search
spaces. Meanwhile, chemical heuristics still have an important part to play, and their
codification can provide intuitive links between descriptors and materials properties.

In this thesis, we have seen approaches to screening the inorganic composition space us-
ing a mixture of tools, leading to the successful prediction of feasible chalcohalide and
oxide compounds with target bandgaps, as verified by DFT. One of the largest hurdles for
composition-based screening is the ability to predict stable structures for those compo-
sitions. This is especially true when moving to higher-order compositions, such as qua-
ternaries, as shown in Chapter 7 where 135 compositions led to just 23 compounds with
DFT total energies placing them near the convex hull. Structure prediction is a challenge
that has been well documented in solid state chemistry for a number of years and it would
perhaps be beneficial formore studies to focus on predicting stable compounds, including
experimental verification, rather than targeting specific properties at the outset.

Another limitation for materials design is the relatively small amount of high-quality data
that is available, whether from experiment or calculation. Recent investments in open
access databases have begun to lift this restriction, and both researchers and algorithms
can now learn frommore data than ever before. With such a rapidly changing definition of
what can be calculated within practical time limits, the predictive power of computational
techniques is growing. It is now hard to imagine a future where first-principles and data-
driven methods do not become a critical aspect of the design of all new materials.
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I. SUPPLEMENTAL DATA ITEMS

FIG. S1. Computational workflow: searching the combinatorial space for photoelectrochemical

water splitting materials.
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FIG. S2. (left) Electronic density of states and (right) predicted crystal structure of Sn5S4Cl2.
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TABLE S1: Comparison of measured bandgaps
1

(E
exp
g )

against those predicted from the SSE model (E
SSE
g ).

Material E
exp
g (eV) E

SSE
g (eV)

MgSiP2 2.60 2.03

ZnSiP2 1.70 2.00

ZnSiAs2 1.00 1.93

ZnGeN2 4.00 2.67

ZnGeP2 1.70 2.14

ZnGeAs2 1.00 1.15

ZnSnP2 1.30 1.66

ZnSnAs2 0.60 0.75

ZnSnSb2 0.50 0.40

CdSiP2 1.20 2.20

CdSiAs2 0.50 1.55

CdGeP2 1.20 1.73

CdGeAs2 0.50 0.57

CdSnP2 1.20 1.17

CdSnAs2 0.50 0.26

ZnGa2S4 2.40 3.25

ZnGa2Se4 2.60 2.18

ZnIn2S4 1.80 2.87

ZnIn2Se4 2.00 1.68

ZnIn2Te4 1.40 1.35

CdAl2S4 1.90 3.40

CdGa2S4 1.90 3.16

CdGa2Se4 2.10 2.33

CdGa2Te4 1.50 1.50

CdIn2S4 1.80 2.21

CdIn2Se4 2.00 1.83

CdIn2Te4 1.40 1.15
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MgGa2S4 2.50 3.40

MgGa2Se4 2.70 2.20

AsSBr 1.40 2.50

SbSI 1.50 1.88

SbSBr 1.50 2.26

SbSeBr 1.70 1.92

SbSeI 1.50 1.68

SbTeI 1.10 1.28
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TABLE S2: Calculated bandgaps of top compounds identi-

fied by the screening procedure based upon density functional

theory calculations (HSE06 functional) of the predicted crys-

tal structures.

ABC combination Formula E
calc
g (eV)

CdSCl Cd5S4Cl2 2.96

CdSF Cd4SF6 3.40

SnSCl Sn5S4Cl2 1.62

SnSF Sn4SF6 3.00
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II. SUPPLEMENTAL COMPUTATIONAL PROCEDURES

A. Validation of ternary bandgaps using the solid-state energy scale

The SSE dataset was initially built from binary compounds. In the original paper2 the

authors speculate about its applicability to ternary and higher order materials; however,

we can find no reports of any such application. In order to assess whether the bandgap

of a ternary material can be estimated from the di↵erence between the highest anion and

lowest cation SSE, we have tested this method against a set of well-characterised ternary

semiconductor bandgaps.1. We compare to 35 materials, covering III-IV-V2, II-III2-VI4 and

V-VI-VII compounds, including metal halides, chalcogenides and pnictides. The agreement

is reasonable, with a root-mean-squared deviation between of 0.66 eV. The data are presented

in Table S1.

B. Workflow for selecting candidate photoelectrodes

The six step procedure that we adopt is shown schematically in Figure S1.

1. Allowed chalcohalide combinations

The constraints of charge neutrality and electronegativity are applied to all possible

AxByCz combinations with B = [O, S, Se,Te] and C = [F,Cl,Br, I]. Stoichiometry is re-

stricted to AxByCz, where the integers w, x, y, z  8. Additionally we limit the A cations

to those with an SSE higher than the water reduction potential (approx. -4.5 V relative to

the vacuum at pH = 0). This results in 51,994 combinations.

2. SSE bandgap filter

The elemental combinations with a bandgap outside the range of 1.5 – 2.5 eV according

to the SSE scale are discarded. Since ⇠ 2 eV would represent an ideal bandgap, the ±0.5

eV range allows su�cient space to allow for the uncertainty in the predicted SSE values.

This results in 7,676 allowed combinations.
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3. Sustainability filter

The sustainability of the 7,676 AxByCz combinations is assessed based on sum the HHIR

scores of the three elements. The 20 combinations with the smallest HHIR scores are shown

in Figure 2 and the four combinations with the smallest HHIR scores are taken forward to

the structure prediction stage.

4. Structure prediction

In order to ascribe three-dimensional structures to the four element combinations, we use

the approach developed by Hautier et al.3 based on structural analogy. It suggests probable

structure types based on the likelihood of ionic substitutions in existing compounds with

known crystal structures. This procedure enables a rapid screening step which returns

possible compounds with an associated probability of each crystal structure being adopted.

We use a probability threshold of 0.001 and the Materials Project as the database for existing

compounds. This results in a total of 88 structures to be taken forward to the density

functional theory (DFT) optimisation step.

5. Crystal structure optimisation

For the structural relaxations, we employ DFT with a projector-augmented plane wave

basis4 and the PBEsol exchange-correlation functional5 as implemented in the Vienna Ab-

initio Simulation Package (VASP)6,7. A Monkhorst-Pack k-point grid was generated for each

calculation with k-point spacing of 0.242 Å�1. The kinetic energy cuto↵ is set at 500 eV

and the force on each atom is converged to within 0.01 eVÅ�1. For each of the four element

combinations, the lowest total energy structure of those for which a local minimum could

be found was taken forward to the bandgap calculation step.

6. Electronic structure calculations

Semi-local exchange-correlation treatments such as the PBEsol functional provide an

accurate description of crystal structures but tend to underestimate the electronic bandgaps

of semiconductors. To overcome this issue, computations of bandgaps are performed by
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using the hybrid non-local functional HSE06,8 which includes 25% screened Hartree-Fock

exact exchange. The calculated bandgaps of the four final materials are presented in Table

S2.
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I. SUPPLEMENTAL DATA ITEMS

A. All species fractions

Distribution of all metal species included in the dataset, normalised by the total number

of compounds containing a given species. Anions on the x-axes are in order of decreasing

electronegativity. Numbers to the left of each species on the y-axes show the raw number

occurrences of each oxidation state for each metal. Continued on the next page.

FIG. S1: Species Fractions part I.

2
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FIG. S2: Species Fractions part II.

3

193



B. Further species distributions

Additional plots of the distribution of some metal species in the dataset. The trends

discussed in the main manuscript are also seen in the third row d-block metals (Figure S3)

and the Lanthanides (Figure S4).

FIG. S3: Distribution of some third row transition metal species. The color scale

represents the electronegativity of the most electronegative anion present in the compound

from dark red (F, most electronegative) to dark green (Te, least electronegative).

4
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FIG. S4: Distribution of some Lanthanide metal species. The color scale represents the

electronegativity of the most electronegative anion present in the compound from dark red

(F, most electronegative) to dark green (Te, least electronegative).
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C. All species–anion probabilities

Graphical representation of the lookup table used by the probabilistic model. The number

of compounds containing a given species with the most electronegative anion is normalised

by the total number of compounds containing the metal with the most electronegative anion.

Anions on the x-axes are in order of decreasing electronegativity. Numbers to the left of

each species on the y-axes show the raw number occurrences of each oxidation state for each

metal. Continued on the next page.

FIG. S5: Species–anion probabilities lookup table part I.
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FIG. S6: Species–anion probabilities lookup table part II.
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I. SUPPLEMENTAL DATA ITEMS

A. Dynamic Stability

No negative frequency phonon modes were found at � for the structures predicted by

global optimisation. The phonon densities of states are shown in Figure S1. The negative

frequency phonon modes in the Sn5S4Cl2 structure are at the Y , T and Z high symmetry

points in the Brillouin zone. These imaginary modes would not be present if the structure

was doubled along X (and Y as these are equivalent) and T were considered. Due to the

practical limits of the size of the unit cell that can be considered for a global search, such a

structure was not identified.

For the compounds predicted by analogy, the Cd5S4Cl2 and Cd4SF6 structures both had

modes with negative frequencies (imaginary modes) which indicate a lack of a restoring

force when a ions are displaced along the collective mode coordinate. Although this can

often indicate dynamical instability, mapping out of the modes in question can in each case

provide a satisfactory explanation for their presence.

In the case of the Cd5S4Cl2 structure, three imaginary modes were found. Mapping of the

first reveals a double well potential energy surface (Figure S3a). The second and third reveal

two extremely shallow degenerate double wells (Figure S3b). The structure did not relax

into one of these wells during the DFT relaxation step due to limitations inherent to the

numerical optimisers used for structure relaxation; if the structure is at a saddle point with

some symmetry on the potential-energy surface, it is unlikely that the optimiser will break

the symmetry to find a minimum, as the forces on the structure are balanced. Nudging the

structure into the larger of the two wells in Figure S3a results in a slight reduction of total

energy and elimination of all three imaginary phonon modes. Mapping of the one imaginary

mode present for the Cd4SF6 structure reveals a wide, flat-bottomed potential (Figure S3c),

which suggests the imaginary mode is due to anharmonicity rather than the system being a

saddle point on the energy surface.
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FIG. S1: Phonon densities of states for each of the structures found by global

optimisation.
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FIG. S2: Phonon band structure from a 1⇥ 2⇥ 2 supercell of the Sn5S4Cl2 crystal

structure found by global searching.
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FIG. S3: Potential energy mapping of the imaginary phonon modes in the Cd5S4Cl2 (a

and b) and Cd4SF6 structures (c) found by analogy with known structure types.
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B. Electronic Band Structures

FIG. S4: Electronic band structures of the proposed chalcohalide compounds calculated

using DFT and the HSE06 hybrid functional.
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